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Dynamics of large-scale brain activity in normal arousal states and epileptic seizures
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Links between electroencephalograf@EG9 and underlying aspects of neurophysiology and anatomy are
poorly understood. Here a nonlinear continuum model of large-scale brain electrical activity is used to analyze
arousal states and their stability and nonlinear dynamics for physiologically realistic parameters. A simple
ordered arousal sequence in a reduced parameter space is inferred and found to be consistent with experimen-
tally determined parameters of waking states. Instabilities arise at spectral peaks of the major clinically ob-
served EEG rhythms—mainly slow wave, delta, theta, alpha, and sleep spindle—with each instability zone
lying near its most common experimental precursor arousal states in the reduced space. Theta, alpha, and
spindle instabilities evolve toward low-dimensional nonlinear limit cycles that correspond closely to EEGs of
petit mal seizures for theta instability, and grand mal seizures for the other types. Nonlinear stimulus-induced
entrainment and seizures are also seen, EEG spectra and potentials evoked by stimuli are reproduced, and
numerous other points of experimental agreement are found. Inverse modeling enables physiological param-
eters underlying observed EEGs to be determined by a new, noninvasive route. This model thus provides a
single, powerful framework for quantitative understanding of a wide variety of brain phenomena.
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I. INTRODUCTION Recently we developed a physiologically based con-
tinuum model of corticothalamic dynamics that reproduced
Correlations of electroencephalogratEEGS with brain ~ and unified many features of normal EEGs, including the
function are widely used diagnostically, and close connecdiscrete spectral peaks in the slow wavel Hz), delta
tions to dynamics and cognition are infergt-3]. Yet the ~ (1—2.5 H3, theta(2.5-7.5 Hz, alpha(7.5-12.5 Hz, and
detailed link between EEGs and underlying physiology is noP€t@(12.5-30 Hz bands, seen in waking and sleeping states
well understood, despite over 125 years’ wpek3]. Similar 13,15-20, and ERPS[Zl] (the upper delta_boundary is
remarks apply to the evoked response potentBRPS seen lower tha_n conventional for reasons glver{IIrQ]). Here we
after impulsive stimuli, and the steady state evoked poten€Xtend this model to account for nonlinear behaviors seen in
tials (SSEP$ produced by sinusoidal stimyR,3]. Still more ~ EECS: petit mal and grand mal generalized epilepsies, EEG
cryptic are seizure EEGs, whose relationship to norma ntrainment and seizure activation by st|n[m|22l,23,_a_nd
EEGs is not understood. As a result the large array of EEGOW-dimensional seizure dynamid24,23. For simplicity,
related studies, and their highly varied results, are not inte/e concentrate on _gIobaI cases, leaving conditions such as
grated within any overall framework and show a divergencd©¢@! epilepsies mainly for future work. In contrast to most
of approaches in which researchers working on differenfN@lySes in neuroscience, which seek a specific mechanism
scales, structures, or phenomena often communicate "tt'é{nderlymg each distinct behavior, we derive a wide variety
and quantitative analysis usually occurs only at the smalle f behaviors frpm modera_te parameter change; of a few
scales, if at all. Likewise, EEG studies are also poorly inte.KNoWn mechanisms in a single model. Our continuum ap-
grated with cellular neurophysiology, psychology, and otherpro""c.h averages over mlcrostructure to yield mean-field
branches of neuroscience. Most information in EEGs is thu§auations in a way that is complementary to cellular-level
discarded because it can neither be analyzed systematical ,d neural-network analyses: these other approaches can be

nor in terms of physiology or other measures. Here we pro mployed to elucidate the connections between microstruc-

vide a single theory of a large variety of large-scale brainture and mean-field quantities, while the continuum fields

electrical activities, including seizures, establishing a frameProvide the background against which microscopic neural

work in which other phenomena can be systematically in-2€tiVity takes place.

cluded. After developing our model in Sec. Il, our main tasks are

EEGs result from cortical electrical activity aggregated!© find parameter ranges consistent with physiold§gc.
over scales much larger than individual neurons or than caHl)' understand _the gross structure of the parameter space
be modeled using neural networks. Hence, models of Iargc—ﬁsec' V), especially its division into stable and unstable
scale activity average over microscopic neural structure t(;ones(Sec. V), and reproduce the above expgnmentally ob-
obtain continuum descriptions on scales of millimeters to the’€ved linear(Secs. VI and VII and nonlinear (Secs.
whole brain, incorporating realistic anatomy such as separat ll-X) behaviors in a unified way.
excitatory and inhibitory neural populatiofgyramidal cells
and interneurons nonlinear neural responses, multiscale in-
terconnections, dendritic, cell-body, and axonal dynamics, Our focus on global dynamics allows spatial variations to
and corticothalamic feedbad¢k —21]. be ignored. We thus use the global-mdde., spatially uni-

Il. CORTICOTHALAMIC MODEL
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form) limit of previous analyse$16,2Q to derive ordinary m(be ¢i

differential equations for the behavior of EEG signals, gen-
eralized to include nonlinear thalamic responses. The global

mode dominates at the low frequencies considered here and ee.el
its use implies that boundary conditions are igndri@i,20. cortex es
We can also ignore volume conduction at the frequencies and [}
wave numbers of relevan¢&9]. o
The mean firing rater pulse densitiesQ, of excitatory €
(a=e) and inhibitory @=i) neurons are related to the cell- reticular L 1o rele
body potentials V,, relative to resting, by Qg(t) nucleus
=3[V,(1)], whereX is a sigmoidal function that increases O,
smoothly from 0 tdQ asV, increases from- to . We use ¢s L
relay - ST g

S[Va(D)]=Q[1+exp —[Va()—61/a'} ], (1) nuclei =

where 6 is the mean neural firing threshold andx/\/3 is Tq)“

the standard deviation of this threshold. Effectively, the step-

function threshold response of a single neuron is smeared out FIG. 1. Schematic of corticothalamic interactions, showing the
to yield a sigmoidal curve when averaged over the wholdocationsab at whichv,, and G, act.

population.

The cell-body potentiaV/, results after dendritic inputs 1 d?
have been filtered in the dendritic tree, then summed. It 2o ot da(t) =Z[V,(1)], (6)
Ya Ya
obeys[15,20
B wherey,=v/r, andr, is the mean range of axoms
DaVa(t) = vaehe() + vaidi(t) + vashs(t=10/2),  (2) Here we make the approximation that intracortical con-
5 nectivities are proportional to the numbers of synapses in-
b :id_Jr t1 E+1 (3  Volved, which impliesV; =V, and Q;=Q. [13,19 and lets
* apdt? \a Bldt 7 us concentrate on excitatory quantities. The smallness of

also lets us sey;~x [15].
where the right side of Eg2) involves contributionsg, The present model incorporates thalamic nonlinearities.
from other cortical neurons, and inpués; from thalamic  Figure 1 shows the connectivities considered, including the
relay nuclei, delayed by a timig/2 required for signals to thalamic reticular nucleus that inhibits relay nuclei. The lat-
propagate from thalamus to cortex. Herg,=N_,S, where ter relay external stimulip,, to the cortex, as well as corti-
N,p is the mean number of synapses from neurons of typeothalamic feedback via projections @ to them; their in-
b=e,i,sto typea=e,i ands, is the strength of the response fluences are excitatory. Pulse ratgsand ¢ in the reticular
to a unit signal from neurons of tyge The quantitiegsd and  and relay nuclei, and the corresponding cell-body potentials,
« are the inverse rise and decay times of the cell-body pothen satisfy
tential produced by an impulse at a dendritic synapse, with
B~4a [15,18. The second-order differential equatit®) is D oVc(t) = veede(t —1o/2) + vesps(t) + ver () + venedn(t),

equivalent to the integral equation (7)
t where there is a delay/2 for signals to travel from cortex to
Va(t)_J L(t—t")P(t")dt’, (4)  thalamusc=r,s, v..=v;,=0, and the local approximation

d(t)=2[V(1)] [20] applies because the small size of the
thalamic nuclei enables us to assume== in Eg. (6). Of

the v,p, only ve; and vg, are negative. Relative to previous
models, our inclusion of thalamic nonlinearity has the advan-
tages of{i) self consistency between steady state firing rates
and linear properties, which were previously determined
B (e U—g BY), (5) separately, andi) the_ ability to treat widely varying values
B—a of ¢,, as observed in seizures.

where P is the right side of Eq(2) and L(t—t') is the
response at the cell body at tirh# a 5-function input to the
dendrites at time’, with

L(u)=

which is a good approximation to the response seen experi-
mentally.

Each part of the corticothalamic system gives rise to Our model has 15 physiological parameteédsé, o', «,
pulses, which form a field¢, that propagates ab By Yer tos Vees Veis Vess Vser Vsrs Vsn®ns Vie, aNd v .
=5-10 ms! and obeys a damped wave equati@d]. In Here we use only values compatible with physiology and
the spatially uniform case, spatial gradient operators have noote that, even without this powerful constraint, only limited
effect and the wave equation becomes classes of behavior are possible given the structure of our

Ill. PHYSIOLOGICAL PARAMETER VALUES
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TABLE I. Physiologically allowed ranges and nominal values of analysis. In this case, a stimuldg,(w) of angular frequency

model parameters. o has the transfer function t¢(w) [20,21]
Quantity Range Nominal Unit
iwtp/2
Q 100-1000 250 5 el@) _ Ged Gale 21 ,, ®)
P ~15 15 mv dn(w)  1—=Ggl 1—SrL2 q-re
g’ ~3 3.3 mV
70-150 100 st o2
Ze 25-100 50 st 9ri=|1- o)” L (Sd+SL)Lei‘°‘o
e Ye) 1—GglL| ©® 1-SlL? ’
Bla 2-6 4 (9)
to 70-90 80 ms
Vee 0.05-10 1.2 mV s
— Vg 0.05-10 1.8 mv s G = $a(0) 1 $a(0)
ab™ - Vab» (10)

Ves 0.05-10 1.2 mvV's o’ Q
Vse 0.05-10 1.2 mV s
— Vgt 0.05-10 0.8 mV s o 14 1
Vendhn 0.05-10 1.0 mv's L=(1~lw/a) " (1=i/f)", 1D
Vie 0.05-10 0.4 mV's where the gainG,y, is the differential output produced by
Vs 0.05-10 0.2 mvV s neuronsa per unit input from neuronb, and the static gains

for loops in Fig. 1 areS;=G.G,. for feedback via relay

nuclei only, S=G.G;,G,. for the loop through reticular

equations—certainly, it is not possible to fit arbitrary data.gng relay nuclei, an®, = GG, for the intrathalamic loop.

The number of parameters is big enough to allow realistiayaves obeyq?(w)=0, with instability boundaries where

representation of the anatomy and physiology needed, bufis is satisfied for reab [15,19.

small enough to yield useful interpretations. _ The EEG frequency spectrum is given by the squared
The first seven parameters above are approximatelodulus of Eq.(8), which shows excellent agreement with

known from experiment, and constraints on them have beegpserved spectra, including the occurence of alpha and beta

discussed elsewhefé8,19, as summarized in Table I. The rhythms at frequencieb~ 1/ty,2/,, the asymptotic low- and

vap are less well known from physiology since tNg, and  high-frequency behaviors, and key differences between wak-

sp have only been approximately determined. Valuesigf  ing and sleep spectfd9,20. Equation(8) also enables the

are between 100 and few thousand in the cortex and 10—1G8rm of SSEPs to be calculated, as these are the responses to

in the thalamus[17,18, while s,~1—-100 uVs [26].  sjnusoidal stimuli[2]. The inverse Fourier transform ¢8)

Hence, physiology constrains the,, only to quite broad gives the ERP that results from an impulse, and agrees well
ranges, although individual ones are better constrained thagith experimen{21].

the set as a whole. We argue that all thg¢y, in Egs. (2)

and (7) must be similar in size, since the anatomical struc-
tures in our model are known to affect each other compara-
bly. Since¢,~5-20 s 1<Q in normal state§27], the right Sinceq?=0 is required for instability andig?| increases
sides of Eqs(2) and (7) must be< 6/ ¢, [7]. The relative atlargew, only the first few spectral resonances can become
influences of the structures change significantly betweeminstable. Extensive exploration of the dynamics of the model
states of arous#B], which implies that changes in thg,#,  for realistic parameter ranges implies that there are four key
must be of orderr’ and the| v,,¢,,| must typically be larger. instabilities, which result in only a few nonlinear behaviors:
Combining these inferences yieldg,~0.05-10 mVs, as (a) A slow wave/delta instability f=0) that leads to a low-

in Table I. More detailed arguments to be published in thefrequency spike-wave limit cycle if only unstable fixed
future lead to the nominal values in Table I; the latter arepoints remain, or to runaway to a stable highfixed point
indicative only and are expected to vary severalfold betweethat is unsustainable in practice and whose future analysis

V. INSTABILITIES AND NONLINEAR WAVES

individuals and states of arousal. will require inclusion of effects such as hypoxia and neuro-
modulator dynamic§17,18. (This and later limit cycles are

IV. LINEAR WAVES, SPECTRA, AND EVOKED noise perturbeq in practice, which may mas_k Iow_ _Ievel
POTENTIALS chaos, not studied hejgh) A theta or fast delta instability,

most often around 3 Hz, which saturates in a nonlinear limit
Setting all derivatives to zero in Egél)—(7) determines cycle at nearly the same frequerisge Fig. 2a)]. The cycle
corticothalamic steady states when the system is driven by asually shows a spike-wave or polyspike form unless its pa-
constant, spatially uniform external stimulgs,. The equa- rameters are close to the instability boundary. The wave
tions are easily solved numerically and always have an odfbrm, but not its frequency, is sensitive to the input param-
number of solutions, usually one or three. eters.(c) A spindle instability atw~ («8)*? [see Fig. )],
Small perturbations of steady states allow use of lineawhich is usually in the alpha band for physiologicabnd 3,
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slow wave

FIG. 3. Stability zone for nominal parameters in EtR), except
a=60 s 1. The surface is shaded according to instability, as la-
beled(dark gray for spindle, light gray at right for alpha, light gray
at left for theta, with the front right face left transparent as it

FIG. 2. Sample time series from the model in regimes correcorresponds to a zero-frequency instability. Approximate locations

sponding to(a) theta instability,(b) spindle instability. We plot

are shown of eyes-opéiO), eyes-closedEC), sleep stage 131),

— ¢, to correspond to the customary inverted scale for scalp EEGS2, s4, REM (R), deep anesthesig\f, and barbiturate or alpha

voltages.

coma(C) states, an onset of petit ma), and the nominal param-
eters in Table | T), with each state located at the top of its bar,

leading to a limit cycle near 10 Hz. This instability starts in whosex andy coordinates can be read from the grid. Irregularities
the intrathalamic loop, then spreads to the whole system vim edges and shading are numerical artifacts. A very narrow, rapidly

thalamocortical projectiongd) An instability of thea peak,

tapering extension of the stable zone continues to larger negative

usually leading to a limit cycle near 10 Hz, with a wave form for x~z~0, but this is not shown.

similar to Fig. Zb).

The occurence of only a few important types of instability
suggests that it may be possible to parameterize the stabili
of the brain in a space of relatively few dimensions. Indeed

at low frequencies one can write=1 except in the term 1
—S.L?in Eq. (9), enablingg?=0 to be written

|2 ya-8)
0:(1—’)’_e) —X— ].——S,Lze o, (12
X=Gge/(1—Gy)), (13
Syt S 14

YT 1=s)a-6a)
wherex andy relate to cortical and corticothalamic stability,
respectively, and

z=—S.apl(a+pB)? (15

parametrizes intrathalamic stability. Equatioh2) defines
the boundary of a stability zone kyz space, shown in Fig.

theta instability, whose frequency decreases slightly toward
he front. The front right surface corresponds to a zero-

equency instability and follows the plamety=1 down to
y=y.~—0.2 where Ing®> at small f changes sign. Aix
=100 s ! the upper boundary develops beta instability ar-
eas between the alpha and spindle areas at right, and alpha
and beta areas between the spindle and theta areas. Below,
we identify the boundaries with onsets of generalized sei-
zures.

VI. STATES OF AROUSAL

Normal states must lie within the stability zone in Fig. 3.
The following arguments regarding the arousal sequence,
from high alertnes$HA) to deep sleep, further constrain the
relevant regions of parameter space and place this sequence
as shown in Fig. 3(a) Deep sleep has relatively high delta
and theta amplitudes, and does not normally show alpha,
except in states such as barbiturate coma. Sleep and anesthe-
sia thus havey=0, and waking the reverse. This implies
Syt S<0 in sleep, a physiologically reasonable conclusion,
since sleep is associated with increased activity in the reticu-
lar thalamic nucleus, which acts to suppress relay nuclei,
attenuating incoming stimuli and positive feedback to the
cortex[3]. (b) The approximately 1/ spectra seen at about
1-6 Hz in many subjects imply 4x—y<1 [19], which

3. The signs of the gains, known from physiology, place theyuts the arousal sequence near the right boundary in Fig. 3

back of this zone at=0 and its base a&=0. A pure spindle

and constraing to be small for largely| to avoid alpha

instability occurs az=1, which couples to the alpha insta- instability. (c) The large~10-Hz spindles seen in sleep stage
bility, causing the upper boundaries to slope down, with2 (S2) imply that this state is near the spindle instability
spindle instability dominating at top and left, and alpha in-boundary at large, while the low-frequency content of ac-

stability at right. At smallz the left surface is defined by a

companyingK complexes(transient impulse respongem-
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FIG. 4. Model time seriefleft hand framek spectradotted curves in right hand frames, arbitrary upigad linear spectra from E)
(solid curves in right hand framgdor states at the points in Fig. 3 label@l EO, (b) EC, (c) S2,(d) S4,(e) C, and(f) A.

pliesx~1 andy~y.. (d) The steep low- spectra in deep that theG,, increase withp, for ¢,<Q/2, so the ratio of the
(stages 3 and)4sleep implyx~1 andy~y,. [19], but withz  negative feedback tern§(, cubic in the¢,) to the positive
smaller than irS2 because spindles are less pronoun¢ed. one (Sy, quadrati¢ grows, increasing stabilityg) Deep an-
Sharp alpha peaks in eyes-clos@flC) waking spectra put esthesia is characterized by slow waves, placing it Sdar
this state near the alpha bounda(fy. Weak or absent peak but its low voltage puts it further from boundaries.

structure in HA, eyes-openEO), rapid eye movement Figure 4 shows model time series, spectra, and linear
(REM) sleep, andS1 stateq 2] means they are located far spectra from Eq(8), for parameters illustrating EO, EG2,
from boundaries and negr=0. Noting the inferred locations $4, alpha-coma, and deep-anesthesia states, hof@ling,

of other states and the fact that the arousal sequence must bg B/ «, v, andvg, at their nominal values, and varying
continuous, REM an&1 must lie neay=0, with HA and  and the othew,, only moderately. The features seen in each
EO at small positiveg, further from the alpha boundary than figure strongly resemble those of the corresponding experi-
EC. A natural mechanism to decreasat high ¢, exists in  mental datg2] and their locations irxyz space and other

041924-5



P. A. ROBINSON, C. J. RENNIE, AND D. L. ROWE PHYSICAL REVIEW B5 041924

properties agree with the above inferences. Moreover, sleep  10? T T T T Ty
state firing rates in cortical neurons, the reticular nucleus, 1
and relay nuclei are found to be moderate, high, and low,
respectively, in accord with experiment and the hypothesis
that the reticular nucleus strongly affects attention by con-
trolling the gating of incoming stimuli, while leaving the
cortex active even in sle€}3,28,29.

10’

VII. FITS TO EEG SPECTRA 10°

To test our model and determine some of its parameters
we used a Levenberg-Marquardt metf86)] to fit its linear
spectrum to EEG spectra in a database collected with appro
priate ethical clearances and informed cond&ii]. Data
were recorded at a 250-Hz sampling rate at the Cz electrod:
(at the top of the headrelative to a linked-ears reference
using a low-pass filter with—6-dB point at 50 Hz, then
processed to remove ocular artifa¢®l]. For each indi- ,
vidual and arousal state, spectra were calculated for 15 suc 10 ] o e
cessive 8-s segments of data, averaged, then the model spe 01 ! f (Hz) 10 100
trum was fitted to this average. The relevant fit parameters
were a, Ve, tg, Geer Geir Sy, S, andS;, with Bla=4
fixed. Figure 5 shows illustrative examples of the fit to the
EO and EC spectra of a typical subject, demonstrating tha
all the major features are reproduced with reasonable accu
racy.

Fits to EO and EC spectra of 103 normal adults yielded 10
mean values of,=140 s ! andt,=85 ms, near the nomi-
nal ones in Table |, with meam decreasing from 103 ¢ to —
82 s ! between EO and EC. They confirm the above infer- &
ences regarding EC and EO states. Mean coordinates ar‘%L
(x,¥,2)~(0.50,0.29,0.09) for EC and (0.69,0.09,0.09) for
EO, with standard deviations of approximately
(0.03,0.02,0.01) in both cases. The differences ixtaady \\

Power (WV2Hz")

107

102

|
/

S
_
5

10°

Power (
5

values are found to be significant at the 99.9% confidence

level according to a paired-sampteest (p<<0.001). Full 10"

details of the experimental work, fits, and statistical tests will

shortly be submitted for publication in the clinical literature,

while analyses of sleep data are planned to test the model i

other states of arousal. 102 i i L
Significantly, shifts between different states of arousal, as 0.1 1 10 100

seen in Figs. 3 and 4, can be largely achieved by moderatc f (Hz)

changes in thalamie,,, in accord with the central role in-

ferred for the thalamus in determining level of attention and FIG. 5. lllustrative examples comparing the observsdlid

arousal[3,28,29. curves and fitted(dotted curvesspectra for a typical subjecta)

EC. (b) EO.

T
a2
|

VIII. PETIT MAL SEIZURES . A . .
can start spike-wave oscillations, in some cases converting

Petit mal is one of the most common generalized epilepspindles to spike-wave complexg®,28,33. Similar spike-
sies. Such seizures are mostly seen between ages 4 and 2@ve oscillations are seen in some partial seiz{2¢25].
last 5—-20 s, cause loss of consciousness, and show a pro- Our model gives rise te=3-Hz spike-wave cycles as the
nounced EEG spike-wave cycle that starts and stops abrupthyonlinear stage of theta instabilifFig. 2(a)]. We argue that
across the whole scalf2]. The frequency falls gradually these closely resemble petit mal seizures, and the strong pa-
from around 4 Hz to under 3 Hz in most cases, and nonfameter sensitivities noted above can account for the varia-
REM sleep and hyperventilation are powerful seizure activation seen in details of seizure wave forifg. The conse-
tors. Experiments show that the loops in Fig. 1 are essenti@uence that non-REM sleep must lie toward this instability
in producing petit mal, with the cortex synchronizing tha- boundary is consistent with Fig. 3. The role of hyperventila-
lamic activity [2,10,28,32 Also, y-aminobutyric acid(an  tion is also reasonable if we assume it increases metabolic
inhibitory neurotransmitter antagonists such as penicillin rates and, hence, th&,,. This would lead toward the theta
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0 occur by moving from the vicinity 052 to the theta insta-
10 bility zone, with a rapid switch of activity from roughly 10
:ig ] | Hz to 3 Hz, as seen experimental§2]. Large values ofy,

<
' 0 favor instability, which may explain the typical onset of petit
0 1 2 3 4 mal at around age 4, sineg rises in children due to myeli-
t(s) nation. The typical upper limit at age 20 must be due to other

parameter changes.

FIG. 6. Petit mal dynamics for=50 s1, t,=0.2 s, andy,
=100 s'. Residual flip-flop plateaus lie ne@r,=2 s ! and ¢,

=10 s After a short transient in which there is a sudden reduc-
. ) tion in EEG amplitude, grand mal seizures display a tonic
boundary due to the resulting increase{$/Sq|, discussed phase of large, rgughly 1%—Hz oscillations, Iastingagout 10 s.
above. _ _ _ The following clonic phase lasts around 10 s, dominated by
Analysis of the petit mal cycle in our model shows that it holyspike-wave complexes that fall in frequency from
consists of a flip flop(a system that alternates between tworoughly 4 to 1 Hz. A period of very low amplitude EEG
states in the limit y,,a—, a residue of which is seen in follows, slowly giving way to normal activity. Grand mal
Fig. 6, which hasty=0.2 s for clarity. The hight, part  with primary generalization occurs often on waking, rarely in
corresponds to large incident on the cortex as a result of sleep, and never in REM sleep, but secondarily generalized
low ¢, a timety/2 earlier and lowg, a timet, earlier; the  seizures often occur in sleep. Many subjects with grand mal
low-¢, part corresponds to the converse, with near silence imr petit mal have both, implying that the parameters must be
relay nuclei, as seen experimentally. Signals make two cirsimilar. The thalamic structures in Fig. 1, especially the re-
cuits of the system before it returns to its original state, giv-ticular nucleus, are strongly implicated in grand 2l
ing a theta-band periodtg. At finite «, signals traveling via We argue that the tonic phase of grand mal is the nonlin-
the reticular nucleus are delayed byl/a+1/8 more than ear stage of the alpha or spindle instability of Fig. 3, that a
those that only pass through relay nuclei. Hence, witen beta subtype may exist far=100 s, and speculate that
flips to its upper state, there is a short perigi® later when the existence of these subtypes may account for some of the
Sys>|S|, resulting anothety/2 later in a spike of duration clinical variation in grand mal seizures. Onset at negayive
~a~ 1. (Polyspikes occur near the intersection of the thetavould entail the observed amplitude reduction as the synall-
and spindle instability boundaries in Fig. 3, as the result ozone was crossed from waking, onsetyat0 on waking
the interplay between these two instabilit)dsinite « andy,  would involve a similar dropout in the reverse direction,
also round off the other side of each square wave and finite while drug induced seizures may set in near the alpha coma
leads to damped ringing ai=(aB)Y? in the intrathalamic  point in Fig. 3. The clonic phase plausibly corresponds to
loop. Reduction of, to its physiological value restricts ring- parameter changes into the theta instability zone, causing a
ing to about one cycle before the spike. These mechanisntapid shift in dominant frequency as petit-mal-like spike-
accord with the experimental inferences above, and observedave complexes set in. We argue that this is followed by
EEGs often show a residual highs flip-flop plateau in each emergence into the region nearn Fig. 3, where EEGs are

IX. GRAND MAL SEIZURES

cycle[2,25,33. of very low amplitude, with subsequent reemergence to wak-
Estimation of the time required to circle the dominanting roughly along the normal arousal sequence.
loop in the above mechanism implies a petit mal period In simulated spectra, we observe multiple strong harmon-

ics of the fundamental instability frequency, which resemble

the ones detected in partial seizuf@4]. The effect of spatial

variations remains to be incorporated here, so we cannot fol-
plow frequency variations in the fundamental frequency, for
example. However, our analysis is adequate to capture fea-
afyres that do not depend strongly on boundary conditions
di.e., for which the relevant part of the cortex can be consid-
ered without reference to other parts

The reduced 3D dynamical system of the preceding sec-

tion can also reproduce grand mal-like time sefathough

T~2ty+6/a+6/8+4ly,, (16)

which has been verified numerically, is consistent with o
servations, and explains the relative insensitivity Tofto
many parameters. The main features of the wave form, ap
from spindle-related oscillations, can be found in example
with B,y.=0, but finite @, which implies that the three-
dimensional3D) system resulting from our equations in that

limit contains the essential dynami¢a 5D system wit . . . . : )
y @ y hg not ones started via spindle instability, which require a 5D

finite in the intrathalamic loop also reproduces spindles _ N .
This accords with recent findings that dimensions of timeSYStem, dominated by~ 10-Hz oscillations. Highy, favors

series of petit mal and related seizures are [8%,25,33. If instability, in accord with the conclusion that low myelina-
to andy, do not change from EO values, the frequency droption precludes grand mal below the age of 6 months and the

during seizure then implies a decreasevifrom =100 s . rarity of epilep?ic seizures in patients with demyelinating dis-
to =50 s !, which is plausible given the change between®3S€s @S multiple sclerosis].
EO and EC and the need far=20—-40 s ! in S2 to ac-
count for spindles as intrathalamic resonances.

A typical onset point for a petit mal seizure is shown in  Driving our system by adding a sinusoidal part ¢g,
Fig. 3. Transformation of spindles into petit mal is inferred toenables one to determine the steady state evoked potential

X. ENTRAINMENT AND SEIZURE ACTIVATION
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FIG. 7. Spectral densitie®; andP, at the alpha resonance and its harmonic vs alpha-resonant stimulus stkehigttta) P, /(A ¢,)?
normalized to 1 at left(b) P,/P;.

(SSEB as a function of frequency directly. The amplitude strained. The boundaries of this zone are identified with on-
peaks at linear resonances and is nearly proportional to thaets of generalized seizures, consistent with known features
of the stimulus, except at high values where it increases rapf their time series and patterns of occurrence. Reduced dy-
idly and harmonics are generatéelg. 7). This is consistent hamical descriptions derived from the model explain inferred
with experiments in which periodic stimuli, particularly vi- low-dimensional dynamics in petit mal seizures and imply
sual, can entrain EEG activity, sharpening the alpha resgSimilar behavpr in grand mal. Other_ no_nllnear behaviors
nance, for example, without moving [22], and can even Such as entrainment and seizure activation are also repro-
lead to grand mal or petit mal seizurk®. Significantly, the duced. The results support the utility of corticothalamic con-
relevant resonant frequenci€5—20 Hz span the range tinuum models, while the formalism allows other lodesg.,
where photic stimulation is most effectija]. cortex brainstem, thalamus brainsfeto be easily included.

We find similar results when noise is applied to the sys- Fitting the model’s predictions to observations provides a

. . . . noninvasive probe of large-scale physiology that yields pa-
tem,_ but a much higher amphtu_de IS requweq to prOducerameter values consistent with theoretical considerations and
nonlinear effects, because the stimulus power is not conce

o ri“ﬁdependent physiological measures. This enables states of
trated at a resonant frequency. The stronger entraining effegt, 5| “seizure onsets, and pathologies to be assigned to
of sm_usmdall_y modulated light relative to periodic flashes jistinct regions of parameter space. We find that the normal
[22], is explained by the same effect, and the global modeyq,sal sequence has a simple, ordered formyin space,
being the least stable6,20 explains the stronger effect of hat clinically observed waking states lie at the theoretically
diffuse light in inducing photic reactionf2,23], since it  jnferred locations, and that seizure onsets lie close to the
couples more of its power into this mode than does a localmost commonly seen precursor states. The parameter space
ized or spatially structured source. thus provides a physiologically based organizing framework

Recently, it was shown that1% of spontaneously oc- for a wide variety of phenomena. The topography of this
curring alpha signals show signs of nonlineari8s—37. space may in itself point the way to new connections among
This is consistent with our model, since the strongest peakshenomena, such as the dual role identified here for spindle
lie nearest to the alpha instability boundary, where nonlineaand alpha instabilities in initiating grand mal seizures.
effects are expected to be maximal. Against this topography, the significance of the parameters

It is known that feedback of a subject's own EE&Qg., that distinguish the various cases, and cause transitions be-
via modulation of a light sourgecan induce seizurd88]. I tween them, can also be explored systematically in future
our model this corresponds to introducing a positive feedwork. It is hoped that the central role of relatively few pa-
back term that shifts thg® curve until it reaches the origin. rameters in this model, particularly the couplings,, will
This shift can be narrowband if bandpass-filtered EEG is fegprompt physiologists to measure these quantities more accu-
back, leaving the remainder of the curve unaffected, and isately.
most effective at linear resonances. The above points demonstrate that the approach explored
here provides a powerful framework for further studies. Spa-
tial structure must also be included; this can be done ap-
proximately by adding-r2V2¢, to the left of Eq.(6), yield-

The approach followed here balances the need for physing a partial differential equation in position and time;
ological realism against the desirability of having as few pa-however, in cases where part of the cortex can be treated as
rameters as possible, leading to a model that incorporates tlapproximately uniform, the present analysis suffices. Equally
main features of corticothalamic physiology and anatomy usimportantly, it remains to investigate what additional factors
ing only 15 parameters. The predictions of this model procontrol progression along inferred arousal sequences and into
vide a unified description of a wide range of phenomenaseizures or other disorders on time scales much longer than
with six parameters fixed across all states, and the othethose of EEG rhythms themselves. This will require incorpo-
only varying moderately. Of particular importance is the re-ration of neuromodulator dynami¢48] and brainstem re-
ducedxyz parameter space in which the stability zone of theticular activation.
brain is easily visualized, and arousal sequences can be con- A key feature of our approach—and a major difference

XI. DISCUSSION
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from much of neuroscience—is that we extract a broad rang&halamic couplings play central roles in determining states
of behavior from modest changes in the parameters of af arousal and attention.

single physiologically based model, without postulating extra
mechanisms. Most strikingly, the distinction between sei-
zures and normal states is simply the crossing of the relevant The authors thank J.J. Wright, S.C. O’Connor, M. Break-
stability boundary, leading to a rapid change in behaviorspear, and E. Gordon for stimulating discussions.
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