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Abstract—Neural oscillations with a frequency of around 10 Hz are thought to be a ubiquitous phenomenon in sensory cortices, and it has been hypothesized that the level of 10 Hz activity is related to local cortical excitability. During spatial attention, the visual alpha rhythm has been found to be modulated according to the direction of attention. Specifically, the alpha rhythm desynchronizes over visual cortex contralateral to the direction of attention and synchronizes over visual cortex ipsilateral to the direction of attention, and these modulations have been associated with facilitation and inhibition of sensory processing. In the somatosensory domain, the reactivity of a similar rhythm, known as the mu rhythm, during attention tasks is a current topic of inquiry and somatotopic modulation of the mu rhythm by directed attention have been reported. In this paper, we investigate how lateralized spatial attention modulates the ongoing somatosensory mu rhythm, and how such modulation impacts sensory information processing. 128 channel EEG was recorded while subjects performed a somatosensory spatial attention task. In addition to analyses on scalp recorded data, a spatial filtering method was utilized to investigate spatial attention effects in the source space. The direction of spatial attention was found to have a significant somatotopic effect on the ongoing mu rhythm. When attention is deployed to a location in the visual space, decreased alpha amplitudes (desynchronization) have been found over visual areas contralateral to the direction of attention (Sauseng et al., 2005; Thut et al., 2006; Wyart and Tallon-Baudry, 2008), a modulation which is thought to reflect the engagement of relevant cortical areas (Medendorp et al., 2007) through a local increase of cortical excitability (Klimesch et al., 2007; Romei et al., 2008; Worden et al., 2000). Conversely, an increase in alpha amplitude, known as synchronization, has been reported over visual cortex ipsilateral to the attended direction (Kelly et al., 2006; Rihs et al., 2007; Worden et al., 2000; Yamagishi et al., 2003). This increase is considered by some to reflect a “gating” mechanism, whereby processing of irrelevant stimuli is inhibited in order to better process relevant stimuli (Cooper et al., 2003; Jensen et al., 2002; Klimesch et al., 2007). It has been shown that alpha synchronization and desynchronization also play an important role in other high-order cognitive processes such as memory and visual imagery (Jensen et al., 2002; Klimesch et al., 1999; Medendorp et al., 2007; Tuladhar et al., 2007).

Are these functional properties of visual alpha shared by similar oscillations in other sensory cortices? The mu rhythm over somatosensory cortex (Gastaut, 1952) is known to behave similarly to the visual alpha rhythm in some respects. For example, a decrease in amplitude of mu, known as an event related desynchronization (ERD), has been noted following somatosensory stimulation (Pfurtscheller, 1989; Nikouline et al., 2000a; Della Penna et al., 2004), which is akin to the parieto-occipital alpha ERD that occurs after visual stimulation (Pfurtscheller et al., 1979, 1994; Vij et al., 1991). As another example, alpha rhythms overlying dorsal stream (“what” pathway) areas have been found to increase in amplitude during a visual working memory task that engages the ventral stream (“what” pathway) (Jokisch and Jensen, 2007). A similar effect has been seen during a somatosensory delayed-match-to-sample task, where mu power was higher over areas hypothesized to be not engaged by the task, such as somatosensory cortex ipsilateral to the sample stimulus (Haegens et al., 2010).

Despite these similarities, whether and how the ongoing somatosensory mu rhythm responds topographically to spatial attention, a hallmark of visual alpha reactivity, has only recently been investigated. Jones et al. (2010), using magnetoencephalography (MEG), found that cued spatial attention to the hand decreased mu power in the hand area of primary somatosensory cortex (SI) while attention to the foot on the same side of the body was accompanied by a mu power increase in the hand area. Also utilizing MEG, van Ede et al. (2010) found that attentive as well as non-
The effect of lateralized spatial attention on the somatosensory mu rhythm currently remains uninvestigated. We recorded high-density EEG while subjects performed a somatosensory spatial attention task in which sustained attention was directed to either the right or the left hand. Oscillatory activity in the 8–12 Hz (mu) and 15–35 Hz (beta) frequency range during a prestimulus time period when somatosensory attention was deployed to either direction was measured and compared with a baseline period. A spatial filter was applied to the scalp-recorded data in order to investigate the effects of somatosensory spatial attention on cortical areas such as SI, secondary somatosensory cortex (SII), posterior parietal cortex, lateral and medial frontal areas, and occipital cortex. The inclusion of the occipital cortex (a) removed a potential source of volume conduction that might negatively impact the estimation of somatosensory mu activity which is smaller in magnitude than visual alpha and (b) allowed the examination of possible cross-modal attention effects. Finally, the effect of the mu rhythm prior to stimulus onset on stimulus processing during different states of attention was investigated by correlating prestimulus mu power with evoked activity in SI. Although the relationship between prestimulus mu power and evoked potentials has been investigated previously (Nikouline et al., 2000b; Jones et al., 2009, 2010; Reinacher et al., 2009; Zhang and Ding, 2010), the current analyses extend these findings by revealing the impact of source-localized estimates of high, low, and intermediate amplitudes of prestimulus mu on early and late evoked activity during different attentional states.

**EXPERIMENTAL PROCEDURES**

**Participants**

A total of 15 healthy right-handed subjects (aged 19–27 years, eight female) participated in the experiment. All participants provided written informed consent and were paid in accordance with the guidelines of the Institutional Review Board (IRB-02) at the University of Florida. All subjects performed the task according to instructions and were included in the following analyses.

**Stimulation device**

Somatosensory stimuli were delivered using a two-channel, custom-built, computer-controlled, constant-current stimulation device. The device was optically isolated from the stimulus presentation computer and battery powered to ensure the participant’s safety and that no additional line noise was introduced into the recording. Stimulus amplitude was adjustable from 0 to 5 mA in ~0.02 mA steps and stimulus duration was fixed at 0.5 ms. Event triggers sent to the EEG recording amplifier were precise to the sub-millisecond level.

**EEG recording**

The experiment took place in a dimly-lit, acoustically and electrically shielded booth. Subjects sat comfortably in a chair with their arms apart and resting on a table in front of them. They were instructed to keep their eyes open and fixated on a small cross on a computer monitor 1.5 m in front of them throughout the experiment.

The EEG data were acquired using a 128-channel BioSemi ActiveTwo System (www.biosemi.com) with a sampling rate of 2048 Hz. Four channels of electrooculogram (EOG) were recorded in addition to the 128 scalp channels. Statistical analyses of scalp-recorded data were performed on electrodes CP3 and CP4. These electrodes were chosen to represent activity over primary somatosensory cortex because they are where the largest early (~50 ms post-stimulus) evoked activity was measured.

**Experimental design and paradigm**

The task was a somatosensory oddball task involving directed spatial attention. A block design was used. Subjects were instructed to fixate on a cross in the center of a computer screen and direct their attention to either their right (attend-right or ATTR), left (attend-left or ATTL), or both (attend-both or ATTB) hands during a block (Fig. 1). Each block consisted of 70 electrical stimuli being delivered over either the right or left median nerve with equal probability. The inter-stimulus interval was uniformly distributed between 2.5 and 3.5 s. Each stimulus could either be a standard (low amplitude, 80–92% probability) or a target (higher amplitude, 8–20% probability). The amplitude of the standard stimulus was held fixed throughout the experiment at twice the detection threshold for each hand. Here, the detection threshold for each hand was determined using an up-down staircase procedure (Leek, 2001) to find the amplitude at which the subject detected the stimulus 50% of the time. Amplitudes for the target stimuli were initially set during a short practice run before the experiment to achieve a target detection error rate of around 25% for both the attended and the unattended hand.

![Fig. 1. Schematic of the experimental paradigm. The top section illustrates three experimental blocks and a baseline period. The subject is instructed before each block which hand to attend to. The lower section illustrates the stimulus sequence in an experimental block. Abbreviations for stimuli are: LS, left standard; RS, right standard; LT, left target; RT, right target. Stimuli are randomly delivered to the left and right median nerves with interstimulus intervals of between 2.5 and 3.5 s. Subjects are instructed to mentally count the number of target stimuli to the attended hand(s). At the end of each block, subjects are asked to report the number of targets detected.](image-url)
attend-left and attend-right conditions. During the experiment, target amplitudes were adjusted at every third block to keep the error rate for the attend-left and attend-right conditions around 25%. As the target stimuli were not held constant throughout the experiment, only data from standard stimuli were used for the analyses in this paper.

Before each block, the subjects were instructed to mentally count the number of target stimuli delivered to the attended hand and to ignore stimuli delivered to the unattended hand. In the attend-both condition, the subjects were instructed to count the total number of targets delivered to both hands. The subjects verbally reported the number of detected targets at the end of each block. A fourth, baseline, condition without any stimuli was recorded at the beginning of the experiment and every six blocks, in which the subject was instructed to relax and stare at the fixation cross (as in the other blocks) for 3 min. The order of the blocks, in groups of three, alternated between ATTB → ATTR → ATTL and ATTB → ATTL → ATTR. In total, the experiment consisted of between 15 and 18 blocks of stimuli (five to six each of ATTB, ATTR, ATTL) and three to four baseline blocks, resulting in 175–210 stimuli per-condition, per-hand (1050–1260 total). For the current study, only the attend-left, attend-right, and baseline conditions were analyzed.

Source estimation
Electrode locations, as well as three fiducial landmarks, were digitized by means of a Polhemus spatial digitizer. Regional dipole source analysis (Scherg, 1992) was used to create a spatial filter using the Brain Electrical Source Analysis (BESA) software package which implements a least squares algorithm to solve the overdetermined problem and estimate the activity contributed by each source to the scalp-recorded data. Based on findings from previous research, relevant fixed regional sources were seeded into a four-shell ellipsoidal head model (brain, cerebrospinal fluid, skull, and skin conductivities of .33, 1.0, .0042, and .33 mohm/m, respectively) and source activity was estimated from each subject’s continuous scalp data for further analyses.

As illustrated in Fig. 2, 11 sources were seeded in relevant brain areas:

- Bilateral primary somatosensory (SI) sources were seeded near the postcentral gyrus, consistent with the hand area found in previous studies (Bowsher et al., 2004; Della Penna et al., 2004; Gaetz and Cheyne, 2006; Ritter et al., 2009; Valeriani et al., 1997; Waberski et al., 2002).
- Bilateral posterior parietal (PP) sources were seeded near the superior parietal lobule, a location indicated as being involved in maintaining spatial attention (Corbetta et al., 1998; Kastner and Ungerleider, 2000).
- Bilateral secondary somatosensory (SII) sources were seeded near the parietal operculum. Coordinates were chosen based on a meta-analysis (Eickhoff et al., 2006).
- A medial frontal source (MF) was seeded near the interhemispheric space between the left and right anterior cingulate gyri.
- Bilateral occipital (O) sources were seeded near the foveal confluence, an area where V1, V2, and V3 are thought to converge (Dougherty et al., 2003; Schira et al., 2009).

In addition to the above 11 task-relevant sources, five more sources were seeded to minimize contamination of estimated source activity from other brain areas.

As illustrated in Fig. 2, 11 sources were seeded in relevant brain areas:

- Bilateral sources were seeded near the frontal poles. These sources were used to account for ocular activity that was below the rejection threshold.
- Central and parietal midline sources were seeded to minimize lateral source sensitivity overlap.
- A deep midline source was seeded to account for additional brain activity. The source sensitivity map (not shown) indicated mostly local (subcortical) and inferior temporal lobe contributions to this source.

For each of the 16 regional sources seeded, magnitudes of ERPs and spectral estimates of ongoing neuronal activities from the three dipolar components were used to obtain orientation-independent measures. Note that, as no structural images were obtained from the participants, source locations should be considered approximate. However, estimated source waveforms are relatively insensitive to variations in dipole location.
Data preprocessing

Two sets of data, sensor-level and source-level, were analyzed in this study. Preprocessing steps were similar for both data sets, and any differences will be noted below.

As the exact locations of the recording electrodes were slightly different for each subject, spherical spline interpolation was used to transform each subject’s 128 × 4 channels of data into a standard 81-channel 10–20 montage. This spatially interpolated data set was used for all sensor-level analyses. Channels with poor signal quality for each individual subject were not included in this transformation. All sensor-level analyses were performed on the average referenced data.

First, the signals were band-pass filtered between 0.3 and 85 Hz and down-sampled to 256 Hz for subsequent analyses. The data were then epoched around each standard stimulus from −700 ms to 500 ms. For baseline data, artificial triggers were inserted into the continuous recordings every 600 to 800 ms, and epoched as above (note that only the “prestimulus” period from −500 ms to 0 ms, with 0 ms denoting the onset of an artificial trigger, was used for baseline analyses). After this, the DC component was subtracted from each epoch. Any epoch with activity in the EEG channels exceeding 75 µV, or with activity exceeding 50 µV in any scalp channel, was excluded from further analysis. This procedure resulted in between ~15% to ~30% of epochs being rejected from each subject.

Behavioral and evoked potential analysis

Behavioral performance for each block was measured as (targets reported−actual targets)/(actual targets). The amplitude of target stimuli was adjusted throughout the experiment to obtain consistent behavioral results.

The mean of the prestimulus baseline period from −100 to 0 ms was subtracted from each epoch before averaging. The ERPs for each subject were weighted equally to compute the grand average. The source space ERPs were computed as the square root of the sum of each of the three dipole components squared. A Wilcoxon signed-rank test was used at each time point to test whether the difference between conditions was statistically significant. If the tests on at least three consecutive sample points (~12 ms) resulted in P-values less than 0.05, the effect in that time period was considered significant.

Spectral power analyses

Spectral power analyses were performed on a time period immediately preceding all artifact-free standard stimuli in the attention and attend-left conditions. For the baseline condition, the analyses were performed on the same time window preceding the artificially inserted triggers described in “Data preprocessing”. This time window was defined to be from −500 ms to 0 ms relative to each stimulus/trigger. This prestimulus window was chosen to be short enough as to minimize the effect of the neuronal response to the previous stimulus and to capture a stable state of the brain at short enough as to minimize the effect of the neuronal response to each stimulus/trigger. This prestimulus window was chosen to be

Correlation between prestimulus mu power and evoked potential amplitude

To analyze the correlation between prestimulus mu power and evoked potential amplitude in SI, trials for each subject and each condition were divided into two groups: right stimuli and left stimuli. The trials in each group were then rank ordered by the amplitude of the prestimulus mu power estimated from the SI source contralateral to stimulation, and sorted into five bins of equal size with an overlap of 50%. Each bin contained about 33% of the total available trials in each group. The power bins were indexed from 1 to 5 where Bin 1 has the smallest mu power and Bin 5 has the largest.

For each subject, the trials within a power bin were used to calculate the evoked activity in source SI in the same way as described in the above section on behavior and evoked potential analysis. The mean amplitudes of the evoked activity in two time ranges: 45–55 ms and 140–160 ms, centered on the peaks of evoked activity in the SI source, and where significant differences between the amplitudes of the sensor-level somatosensory evoked potential (SEP) were found, were then computed for each bin. To minimize the effect of inter-subject variability in evoked activity amplitude on population averaging, the following procedure was adopted to normalize the data from each subject. Let the mean amplitude for Subject K in Power Bin J be denoted as $A(K, J)$. The mean evoked amplitude for this subject will be calculated as mean$_{A}$=$\sum_{J}^{5} A(K, J)$ and the normalized evoked amplitude was calculated as the percent change against this mean, namely, norm$_{A}$=$\frac{A(K, J)−mean_{A}(K)}{mean_{A}(K)}$. The normalized evoked amplitude was then averaged across subjects to obtain the mean normalized evoked amplitude for each power bin. The results were then combined across hemispheres. For the early evoked component (45–55 ms), Spearman’s rank correlation coefficients were computed to test for statistical dependence. A quadratic regression was performed on the late component (140–160 ms).

Similar analyses were performed on the other bilateral sources (SII, PP, LF, and O). For each source, the time intervals chosen for analysis were defined according to where a significant difference was found between the grand average evoked activity to attended and unattended contralateral somatosensory stimuli.

Time frequency analysis of mu and beta activity in SI

The temporal evolution of mu and beta power was compared between different attention conditions for the SI sources. First, the data were epoched from −1500 to 2500 ms around each standard stimulus or, for the baseline condition, each artificially inserted trigger (see Data preprocessing). Epochs containing artifacts during this time period were rejected from further analysis. The data from each epoch were then time-frequency decomposed by convolving with Morlet wavelets to obtain power estimates from 8–12 Hz and 15–35 Hz with center frequencies at 1 Hz intervals. The time course of the mean band power was then calculated for each trial and averaged within each condition. As with the prestimulus power analysis described in “Spectral power analyses”, an orientation-independent measure was obtained by calculating the magnitude of the power estimates from the three dipoles in each regional source for each time point. Results were then combined across hemispheres in a way similar to that described in "Spectral..."
power analyses”, with the additional step of using the temporal mean of each condition (as opposed to the power at each time point) as the normalization value. As an example, the normalized mu power time course for the ignore condition in a single subject would be calculated as: Normalized_ignore(t) = ignore(t)/temporal_mean(ignore) / (temporal_mean(attend) / temporal_mean(baseline))/3. A Wilcoxon signed-rank test was used to test whether the difference between two conditions was statistically significant at each time point.

RESULTS

Behavior

All 15 subjects performed the task according to instructions. The error-rate in target detection averaged across subjects for each condition was: 25.6% (±2.3%) for attend-left and 25.5% (±1.9%) for attend-right. This rate was maintained throughout the experiment by adjusting the amplitude of the target stimuli to ensure consistent task difficulty in both the attend-left and attend-right conditions.

The amplitudes of standard stimuli, which were held fixed at twice the detection threshold for the ignore condition in a single subject would be calculated as: Normalized_ignore(t) = ignore(t)/(temporal_mean(attend) + temporal_mean(baseline))/3. A Wilcoxon signed-rank test was used to test whether the difference between two conditions was statistically significant at each time point.

Somatosensory evoked potential (SEP)

The grand average SEP waveforms for stimuli delivered contralaterally and ipsilaterally to recording electrodes over somatosensory cortex (CP3 and CP4) under attend and ignore conditions are shown in Fig. 3A, B. Data from the two hemispheres have been combined. The P1 component, sometimes also referred to as the P45, P50, or P60 component, peaks around 50 ms and is only seen in the hemisphere contralateral to stimulation. This component is significantly larger for the ignore condition compared with the attend condition. The N1 component, a bilateral negative component peaking around 150 ms and sometimes referred to as the N140, shows the opposite effect; a greater amplitude for attended stimuli than ignored stimuli. For contralateral stimuli, this negativity extends from 150 ms to 200 ms, overlapping a central positive component that peaks around 200 ms. Fig. 3C shows the grand average SEP for all stimuli (left and right for both CP3 and CP4). Significant differences are seen in the ranges of the P1 and N1 components. The difference between attend and ignore conditions in the 150 ms range is more prominent in this plot, due to the bilateral nature of the N1 component. (D) Topographic map of the voltage difference between the SEP to all attended stimuli and the SEP to all ignored stimuli in the time period from 140 to 160 ms. While an attention effect (greater negativity) can be seen in both left and right parietal areas, the effect is more pronounced in the right hemisphere. A greater frontal positivity in this time period for attended stimuli can also be seen. For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.

Fig. 3. Somatosensory evoked potential comparison. (A) Grand average SEP from Channels CP3 and CP4 to contralateral stimuli under attend and ignore conditions (left stimuli for CP4 and right stimuli for CP3). Three major SEP components, positivities at 50 and 100 ms and a negativity at 150 ms, are seen. Significant differences (P<0.05, Wilcoxon signed-rank test) between the two conditions, marked by the horizontal yellow bars, are found in the range of the P1 (~50 ms) component and following the N1 (~150) component. (B) Grand average SEP to ipsilateral stimuli (left stimuli for CP3 and right stimuli for CP4). The activation is smaller for ipsilateral stimuli compared with contralateral stimuli, and no clear components are visible before 100 ms. A significant difference between conditions is seen in the range of the N150 component. (C) Grand average SEP computed using all stimuli (left and right for both CP3 and CP4). Significant differences are seen in the ranges of the P1 and N1 components. The difference between attend and ignore conditions in the 150 ms range is more prominent in this plot, due to the bilateral nature of the N1 component. (D) Topographic map of the voltage difference between the SEP to all attended stimuli and the SEP to all ignored stimuli in the time period from 140 to 160 ms. While an attention effect (greater negativity) can be seen in both left and right parietal areas, the effect is more pronounced in the right hemisphere. A greater frontal positivity in this time period for attended stimuli can also be seen. For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.
spatial attention (Heilman and Abell, 1980; Heilman et al., 1985; Mesulam, 1999; Meador et al., 2002).

Prestimulus power in 8–12 Hz: scalp level

In the period prior to stimulus onset, oscillatory activity can be used as a measure to give insight into the state of the brain and how directed attention modulates this state to facilitate information processing. Fig. 4 shows the effects of somatosensory attention on oscillations in the mu band (8–12 Hz) recorded at the scalp level.

Normalized prestimulus power spectra for sensors CP3 and CP4, averaged over all subjects, are plotted in Fig. 4A. A peak in the mu band (8–12 Hz) exists in both sensors for all conditions. It can also be seen in both sensors that the average prestimulus mu power measured over somatosensory cortex contralateral to the direction of attention is lower than the power over cortex ipsilateral to the direction of attention. A one-sided Wilcoxon signed-rank test of the difference in average mu power between attend-ipsilateral and attend-contralateral resulted in \( P = 0.11 \) and \( P = 0.06 \) for CP3 and CP4, respectively.

Fig. 4B shows the average percent difference in 8–12 Hz band power between the attend-right and attend-left conditions over the entire scalp. Consistent with Fig. 4A, it can be seen that when somatosensory attention is directed to the right side, mu power over the contralateral (left) somatosensory cortex is lower than the mu power in the ipsilateral (right) somatosensory cortex. The effect appears to be localized to sensors lying over somatosensory cortex. Similar patterns of alpha power reduction have been observed over visual cortex with visual spatial attention (Thut et al., 2006; Rajagovindan and Ding, in press).

It is worth noting that while an attention-related decrease in mu power was seen in Fig. 4A, the difference was not highly significant (\( P = 0.11 \) for CP3 electrode and \( P = 0.06 \) for CP4 electrode). It is likely that, given the large visual alpha activity, the mu power estimation is adversely affected by volume conduction from the occipital cortex, which may also explain the broad increase in 8–12 Hz power during somatosensory attention compared with

![Fig. 4. Prestimulus power comparison in the sensor space. (A) Normalized power spectra for each condition estimated for CP3 (left) and CP4 (right). At each channel, the power spectra for each condition in each subject were normalized by dividing the power at all frequencies by the average mu (8–12 Hz) band power of all three conditions. These two electrodes are represented by black dots on the topographic plots (B) and (C). Spectral power estimates from 0 to 3 Hz are contaminated due to high-pass filtering combined with 1/f spectral characteristics, and are not shown. (B) The percent difference in prestimulus power in the 8–12 Hz band between attend-right and attend-left was computed according to the formula: \( \frac{\text{Attend Right} - \text{Attend Left}}{\text{Attend Right} + \text{Attend Left}} \). (C) The prestimulus power in the 8–12 Hz band from both somatosensory attention conditions is compared with the baseline condition. The percent difference between conditions was computed for each scalp sensor using the formula: \( \frac{\text{Attend Left} - \text{Attend Right}}{\text{Baseline}} \). The two bars in the center of the plot indicate the scaling for the two plots. These plots were generated using EEGLAB's "topoplot" function (Delorme and Makeig, 2004). For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.](image-url)
baseline in brain areas outside the somatosensory cortex in Fig. 4C. This problem is overcome below by carrying out spectral power analysis in the source space.

**Prestimulus power in 8–12 Hz: source level**

All power results in the following sections are obtained from the magnitude of the PSDs of the three components of each regional source dipole (see Experimental procedures). Fig. 5 shows the mean power spectra for the regional sources collapsed across conditions and hemispheres. Spectral power peaks in the 8–12 Hz range can be seen in the somatosensory (SI, SII), posterior parietal (PP), and occipital (O) sources for all 15 subjects. A slight peak in the beta band (10–20 Hz) can be seen in the SI and SII sources for two subjects and three subjects, respectively. The frontals sources, LF and MF, do not show peaks in the mu frequency range, though a slight bump in the theta range can be seen in some subjects. Spectral power estimates from 0 to 3 Hz are not plotted, as combining the high-pass action of the bandpass filtering with the 1/f spectral characteristic of the electroencephalography signal can create an artificial spectral peak in this frequency range (Slutzky, 1937; Demanuele et al., 2007).

The largest oscillations in the 8–12 Hz frequency band occur in the occipital sources, where the grand average peak is 6.5 V^2/Hz, compared with peaks of 2.9 V^2/Hz, 2.3 V^2/Hz, and 2.1 V^2/Hz in SI, SII, and PP sources, respectively. If the somatosensory 8–12 Hz oscillations were due to voltage propagation from the occipital cortex, one would expect the amplitude of the oscillations measured from the posterior parietal sources (located between somatosensory and visual cortices) to lie between the amplitudes of the somatosensory and occipital oscillations. This is not the case, as the peak amplitude in the posterior parietal sources is less than the somatosensory sources as well as the occipital sources. Therefore somatosensory mu oscillations appear to be generated in local cortices. The 9.0 Hz peak seen in SII could represent the "sigma" rhythm, a 7–9 Hz rhythm recorded in SII that is responsive to somatosensory stimulation (Narici et al., 2001), though voltage propagation from SI cannot be ruled out.

One phenomenon to note is that mu activity was found in the SI sources of all 15 subjects. This finding contrasts with earlier reports where the incidence of observable mu oscillations in scalp EEG varied from 4% to 60% (Shaw, 2003). However, Niedermeyer (1997) hypothesized that the mu rhythm is a "universal phenomenon in healthy adolescents and adults" and McFarland et al. (2000) report that mu activity can be detected in most normal adults through spectral analysis of EEG activity.

Fig. 6 (top) shows the results of a comparison of mu band power between conditions in the source space. For a given source, the condition where attention is directed contralaterally to the source hemisphere is designated as the attend condition, and the condition where attention is directed ipsilaterally to the source hemisphere is designated as the ignore condition. The results are combined across hemispheres and band-power values for each subject were normalized according to the procedure described in "Spectral power analyses".

For the primary somatosensory (SI) sources, a significant decrease in mu power is seen in the attend condition when compared with the ignore condition (P = 0.002) and baseline (P = 0.031). No significant difference is seen between the ignore and baseline conditions in SI (P = 0.35). In addition, 8–12 Hz (possibly sigma) oscillations in SI do not appear to be modulated by the current spatial attention task (P > 0.1 between all conditions), although past work has shown that attention modulates stimulus-evoked responses in SII (Hsiao et al., 1993; Mima et al., 1998;
No significant differences are found between conditions in the posterior parietal sources.

In lateral frontal cortex, power in the 8–12 Hz band is not significantly modulated by the current spatial attention task (P > 0.1 between all conditions). The medial frontal source was not included in this analysis as it has no laterality, and thus “attend contralateral” and “attend ipsilateral” are undefined in the prestimulus period for this source.

In occipital cortex, a significant power increase is seen from baseline to somatosensory attention conditions (P = 0.000027 for baseline vs. ignore and P = 0.000047 for baseline vs. attend). This is consistent with the “gating” hypothesis that an increase in 10 Hz oscillations occurs over cortical areas that are irrelevant to the task (Foxe et al., 1998; Jensen et al., 2002; Cooper et al., 2003; Rihs et al., 2007; Klimesch et al., 2007).

Prestimulus power in 15–35 Hz: source level

According to a previous MEG study (van Ede et al., 2010) beta band is defined to be 15–35 Hz. As shown in Fig. 6 (bottom) prestimulus beta power during the attend condition is significantly less than during the ignore condition (P = 0.048) in the SI. Attention does not appear to significantly modulate beta oscillations in any of the other cortical areas. The larger error bars (standard errors of the mean) are likely due to the lack of precision in estimating beta power in the absence of consistent spectral peaks in this frequency range. Further analyses below will focus on the mu band, where the attention effects are more robust.

From prestimulus mu power to stimulus evoked activity

The above results showed that, over primary somatosensory cortex contralateral to the attended direction, attention reduced mu power prior to stimulus onset and at the same time modulated the stimulus-evoked response. Presumably, the prestimulus mu power reduction contributed to the subsequently improved stimulus processing. In order to investigate the relationship between pre- and post-stimulus activity, we estimated the magnitude of the evoked potential in SI for two time periods: 45 ms to 55 ms (early), and 140 ms to 160 ms (late) as a function of different levels of prestimulus mu power in the same hemisphere under the attend condition (attend contralaterally to source hemisphere) and the ignore condition (attend ipsilaterally to source hemisphere) (see Correlation between prestimulus mu power and evoked potential...
amplitude for details). Stimuli delivered contralateral to each SI source were included and results were combined across hemispheres. As seen in Fig. 7, a significant positive linear relationship was found between prestimulus mu power and the early evoked component for both attended and ignored stimuli (Spearman rank correlation $\rho = 0.26$, $P = 0.037$ for attended stimuli and $\rho = 0.29$, $P = 0.019$ for ignored stimuli). The later component followed a nonlinear quadratic relationship with prestimulus mu power in both conditions. For attended stimuli, the relationship was of an inverted U type, with a $P$-value for the F statistic of 0.041. The relationship for ignored stimuli followed an upright U shape with $P = 0.091$.

The spatial specificity of the relationship between prestimulus mu power and evoked response was investigated by employing a similar analysis for the remaining sources. For each source, the time intervals chosen for analysis were defined according to where a significant difference was found between the grand average evoked activity to attended and unattended contralateral somatosensory stimuli. These sources and the intervals are as follows: SII from 140 ms to 180 ms, PP from 85 ms to 110 ms and from 180 ms to 200 ms, and LF from 135 ms to 160 ms. No significant linear or quadratic relationships were seen between prestimulus 8–12 Hz power and evoked activity during these latencies to attended or unattended contralateral somatosensory stimuli in any of these regional sources.

**Time-frequency analysis of mu and beta activity in SI**

Fig. 8 (top) shows the mu power at the SI source as a function of time in the period from –1000 ms to 2000 ms where 0 ms denotes the onset of the standard stimulus or the artificially inserted trigger for the baseline condition. It...
can be seen that the prestimulus mu power is significantly different between the attention conditions and this difference is diminished following stimulus input. This result demonstrates that the task-related effect seen in Fig. 6 is not due to bottom-up stimulus processing but top-down attention to the upcoming stimulus. A similar result is seen with beta power in Fig. 8 (bottom) but the effect is less significant.

DISCUSSION

In this study, we investigated the effects of spatial somatosensory attention on stimulus processing and on prestimulus somatosensory mu (8–12 Hz) and visual alpha (8–12 Hz) band oscillations. For the two components of the somatosensory evoked potential investigated, the P1 was reduced with attention, while the N1 was enhanced with attention. At the sensor level, the power of the mu oscillations over somatosensory cortex contralateral to the attended direction and prior to stimulus onset was reduced by spatial attention in a manner similar to the reduction of alpha oscillations in visual cortex by visual spatial attention, though this effect did not reach significance. Interestingly, the occipital alpha rhythm exhibited an intermodal attention effect, in that it was greatly elevated above baseline level during somatosensory attention. To more precisely localize attention effects, a spatial filtering method was used to estimate activity from multiple cortical sources, including bilateral SI, bilateral SII, bilateral posterior parietal, bilateral occipital, bilateral frontal, and medial frontal areas. A significant modulation of the mu rhythm according to direction of attention was observed in SI cortex, with a desynchronization occurring over SI contralateral to the direction of attention. A smaller, yet also significant, lateralized attention effect was also seen in the beta band (15 to 35 Hz). Additionally, a somatosensory attention related increase of visual alpha was seen in occipital sources. Lastly, a comparison of prestimulus mu power and evoked activity in SI revealed a positive linear relationship between mu and early (<50 ms) evoked activity for both attended and ignored stimuli, while a quadratic relationship was found between mu and later (>150 ms) evoked activity. This relationship between prestimulus mu and the later evoked component was dependent upon whether the stimulus was attended or ignored, having an
inverted U shape for attended stimuli and an upright U shape for ignored stimuli.

**Mu and attention**

It has been postulated that field oscillations in the 10 Hz range should be characteristic of ongoing neuronal activity in every sensory cortex (Shaw, 2003). To date, the visual alpha rhythm has been the most extensively studied, and its active role in sensory processing as well as in higher order cognitive processes such as memory and attention has been firmly established (Klimesch et al., 2007; Palva and Palva, 2007; Rajagovindan and Ding, in press). One hallmark of visual alpha reactivity is its modulation by spatial attention, where an increase or decrease in the amplitude of alpha over visual cortex has been attributed to inhibition or facilitation, respectively, of visual stimulus processing (Klimesch et al., 2007; Romei et al., 2008).

Physiologically, alpha is considered to be a local reflection of the level of cortical excitability, with a smaller alpha amplitude being associated with greater excitability (Foxe et al., 1998; Jones et al., 2000, 2009; Worden et al., 2000; Bastiaansen and Brunia, 2001; Klimesch et al., 2007; Neuper et al., 2008). This hypothesis is supported by evidence from transcranial magnetic stimulation (TMS), which has found an inverse relationship between posterior alpha power and stimulation threshold for inducing illusory phosphenes (Romei et al., 2008). Further support for this hypothesis can be found in a recent study by Lee et al. (2010), which utilized optogenetics to determine a positive correlation between local neuronal excitation and blood oxygenation level-dependent (BOLD) signals detected with functional magnetic resonance imaging (fMRI). This finding, combined with negative correlations between local BOLD and alpha/mu band power from simultaneous recordings of EEG and fMRI (Goldman et al., 2002; Feige et al., 2005; Moosmann et al., 2003; de Munck et al., 2009; Ritter et al., 2009), is strong evidence for the inverse relationship between local 10 Hz power and cortical excitability.

Relative to visual alpha, the mu rhythm, measured over somatosensory cortex, is less well understood. Traditionally, the mu rhythm has been investigated in relation to its event related synchronization and desynchronization properties with respect to movement and stimulation. More recent work has begun to associate changes in the ongoing mu rhythm with higher-order cognitive processes such as working memory (Haegens et al., 2010) and anticipation (Babiloni et al., 2004, 2008). Jones et al. (2010), utilizing MEG, addressed the question of whether and how spatial attention modulates somatosensory mu and beta oscillations. They reported that spatial attention to the hand led to a decrease in mu power below baseline in the hand area of SI while spatial attention to the foot on the same side of the body was accompanied by a mu power increase above baseline in the same hand area. A similar, yet weaker effect was also seen in the beta band. Our study, utilizing EEG, confirms and extends this finding by showing that, prior to sensory input, sustained lateralized somatosensory spatial attention decreased the mu rhythm over somatosensory cortex contralateral to the direction of attention. We did not observe, however, a significant increase of mu power above baseline in somatosensory cortex ipsilateral to the direction of attention. This discrepancy could be explained by the difference in task requirements. In our task, attention is directed either to the left hand or right hand, while in the task of Jones et al. (2010), attention is directed to either the left hand or left foot. It is possible that directing somatosensory attention away from the hand, where somatosensory input is often consciously processed, to the foot, where conscious processing of input occurs less often, would require active inhibition of the hand area as well as facilitation of the foot area. It is thus conceivable that the mu activity in the foot area of SI would more closely match our results.

In the MEG modality, beta band activity is often analyzed along with mu activity in the 8–12 Hz band (Jones et al., 2010; van Ede et al., 2010). In EEG recordings, however, the beta rhythm is often not very prominent (Zhang and Ding, 2010). In the present work spectral peaks in the beta band were only observed in a small number of subjects. In the primary somatosensory cortex, a significant lateralized attention effect was found for prestimulus beta, with smaller beta over SI contralateral to the direction of attention compared with that over SI ipsilateral to the direction of attention. This result is similar to that of van Ede et al. (2010), who found a lateralized modulation of beta band activity in SI during expectation of a lateralized somatosensory stimulus. This effect was stronger during attentive expectation as compared with non-attentive expectation. No such effect was seen in the mu band.

In the visual domain, how alpha-band oscillations are modulated in visual areas representing ignored visual locations is also debated, with some groups reporting predominantly an increase in alpha power in these areas, while other groups report only a decrease in alpha power over cortex that represents attended locations. Still others have reported both effects simultaneously. This leads to a question of whether spatial attention is achieved through a suppression of irrelevant cortical processing, an enhancement of relevant cortical processing, or a combination of both. The answer appears to be that the relative contribution of enhancement and inhibition depends on the task. Three reports in the visual modality with findings similar to ours are: Sauseng et al. (2005), Thut et al. (2006), and Wyart and Tallon-Baudry (2008). All three used modified versions of the Posner cuing paradigm (Posner et al., 1978). These tasks, as with ours, involved only two directions of attention (left vs. right) and there were no simultaneously presented competing stimuli within a trial which would require active inhibition. In contrast to our findings, Worden et al. (2000) reported only an alpha increase ipsilateral to the direction of cued spatial attention, though this was not compared with a precue baseline. In fact, it appears that during the period immediately before the cue when attention has not yet been deployed, alpha power is higher bilaterally than during either attention condition. Contrary to the above mentioned reports, three papers which found, compared with a baseline period, primarily an
increase in alpha power ipsilateral to the direction of attention are: Yamagishi et al. (2003), Kelly et al. (2006), and Rihs et al. (2007). It appears that the discrepancy between their and our findings can be attributed to differences in the experimental tasks. Both Kelly et al. (2006) and Yamagishi et al. (2003) used tasks where stimuli to be attended and ignored were presented simultaneously within a trial, requiring active suppression of the ignored stimuli. Rihs et al. (2007) employed a more complicated cued spatial attention paradigm, where attention needed to be deployed to one of eight spatial locations around a fixation point. The authors suggested that the predominance of alpha increase could be due to the number of behaviorally relevant locations increasing the need for active inhibition.

It is worth noting that in our study, concurrent with the modulation of somatosensory mu, there is an intermodal effect in the visual domain where the occipital alpha rhythm is increased above baseline during somatosensory task conditions. This finding is consistent with the notion that an increase of alpha power reflects an active inhibition of visual processing (Klimesch et al., 2007). Such an increase in visual alpha power during attention to non-visual modalities has been reported previously (Foxe et al., 1998; Fu et al., 2001). Additionally, Pfurtscheller (1992) found an inverse relationship between somatomotor mu and visual alpha rhythms during both finger movement and reading tasks. During the reading task, a decrease in 10–12 Hz activity was seen over visual areas while an increase in 10–12 Hz activity (also known as event related synchrony) was seen over visual areas. The reverse was found during the finger movement task.

Further support for this idea comes from Haegens et al. (2010) who showed that occipital alpha power during the retention period in a somatosensory delayed-match-to-sample task is positively correlated with working memory performance as well as from Bollimunta et al. (2008) who found that higher levels of alpha activity recorded from early visual cortex in monkeys led to better reaction times to auditory stimuli.

We have interpreted the modulation of prestimulus mu power as being a result of the direction of spatial attention in anticipation of the upcoming stimulus (a top-down process). Due to the fact that the attention conditions were manipulated block-wise, as opposed to using a cued design, it is possible that this effect is due to an attentional modulation of the response to the previous stimulus (a bottom-up process). In order to investigate this, we compared the time courses of mu power in SI between conditions and found that while the prestimulus mu power is significantly different between the attention conditions, this difference is diminished following stimulus input. This result demonstrates that the task-related effect seen in Fig. 6 is not due to bottom-up stimulus processing but top-down attention to the upcoming stimulus.

Evoked activity and attention

ERP analyses showed two effects due to spatial attention: a suppression of the P1 (−50 ms) component and an enhancement of the N1 (−150 ms) component with attended stimuli. Nomenclature for these components in the literature varies with differing peak latencies due to task, stimulation site, and recording modality; we will refer to the initial positive peak occurring over contralateral somatosensory cortex around 50 ms after the stimulus as the P1 component and the large bilateral negative component peaking after posterior parietal cortex around 150 ms after the stimulus as the N1 component.

A greater stimulus evoked response in the N1 time window has been previously associated with attention (Michie, 1984; Garcia-Larrea et al., 1995; Forss et al., 1996; Eimer and Forster, 2003; Zopf et al., 2004) as well as stimulus detection and awareness (Libet et al., 1967; Schubert et al., 2006; Zhang and Ding, 2010). The topography of this effect varies between reports. In the current study, the N1 attention effect is most prominent over parietal electrodes and spatial filtering/source modeling indicates a contribution from SI (not shown). The N1 component measured in primary somatosensory cortex is thought to be generated in part due to excitatory feedback from higher-order areas to the superficial layers of SI (Cauiller and Kulics, 1991; Cauiller et al., 1998). This feedback could be a key process in the conscious perception of stimuli and a larger N1 could indicate a greater level of higher-order stimulus processing occurring for attended as opposed to ignored stimuli.

The evoked somatosensory P1 component has been found to vary in amplitude with stimulus intensity. However, previous research has also found it to be affected by endogenous factors (Tomberg and Desmedt, 1996; Schubert et al., 2008). In the current study, the intensity of standard stimuli was kept constant within each subject, so modulations of evoked activity can be attributed to cognitive processes such as attention. Our finding of an enhanced P1 component for ignored stimuli is consistent with Jones et al. (2010), who reported a positive SEF component (M50) peaking at 50 ms to be of a greater amplitude following ignored as opposed to attended vibrotactile stimuli. This result conflicts with the findings of Schubert et al. (2008), however, who reported an attentional enhancement of this component during a cued somatosensory spatial attention task. Others have reported no difference in P1 amplitude due to spatial attention (Eimer and Forster, 2003; Zopf et al., 2004). The conflicting results could be due to a difference in task design, as ours was a sustained as opposed to a cued attention task. In fact, Eimer and Forster’s (2003) results obtained from a sustained spatial attention task show a trend toward a suppression of P1 with attention, though it was not reported as being statistically significant. In the current experiment, the significant effect of sustained attention on the evoked P1 component, which is considered to be generated in SI by purely feed-forward mechanisms, supports the theory of sensory gain control occurring at early stages of cortical processing (Hillyard et al., 1998).

A suppression of early evoked activity by attention may seem counterintuitive. One possible explanation is that some aspect of the P1 component could represent local inhibition. With a mean latency of around 50 ms, the P1 is
not the earliest cortical evoked response; the N20/P20 complex is the first cortically generated activity recorded on the scalp in humans, and is generated by the initial excitatory input to area 3b from the thalamus (Wood et al., 1985; Lee and Seyer, 1998). The P20 in monkeys, which is analogous to the human somatosensory P1 (Allison et al., 1992; Arezzo et al., 1981), is associated with increased neural activity in middle cortical layers (Kulics and Cauller, 1986), and simultaneous excitatory and inhibitory activity (Peterson et al., 1995). Wikström et al. (1996) hypothesized that SI activity in humans between 45 and 60 ms could be related with local inhibitory post synaptic potentials (IPSPs) occurring after the initial thalamocortical volley. This is supported by the neural model of Jones et al. (2009), which predicts a larger 50 ms evoked response in SI to be associated with an increase in excitatory neurons which subsequently activate inhibitory neurons, resulting in a suppression of subsequent “feedback” evoked components. The inverse relationship between early activity (P1) generated in middle layers and later activity (N1) generated in superficial layers could possibly be related to acetylcholine release during sustained attention (Himmelheber et al., 2000), which has been found to have a hyperpolarizing effect on layer IV stellate cells while depolarizing pyramidal neurons in layers II/III and layer V in rat SI cortex (Eggermann and Feldmeyer, 2009).

**Relationship between prestimulus mu and evoked activity**

It is reasonable to speculate that the prestimulus mu desynchronization due to attention contributed to the subsequently improved stimulus processing by attention. The relationship between prestimulus mu oscillations and stimulus processing has been investigated previously. Linkenkaer-Hansen et al. (2004) and Zhang and Ding (2010) both found that the amplitude of prestimulus mu oscillations predicts subsequent perception of a threshold-level somatosensory stimulus, with an intermediate level of mu leading to better stimulus detection. Further evidence of the relationship between ongoing mu activity and subsequent stimulus processing can be seen in the results of Nikouline et al. (2000b), Reinacher et al. (2009), Zhang and Ding (2010), and Jones et al. (2009, 2010), who all reported correlations between prestimulus mu power and the amplitude of stimulus evoked activity. Zhang and Ding (2010), using EEG, found an inverted-U relationship between mu power and the somatosensory evoked N1 component. A similar finding has also been made in the visual domain between alpha power and the visual evoked P1 component (Rajagovindan and Ding, in press). In contrast, Reinacher et al. (2009) reported a larger negative frontal-midline component occurring 140 ms after suprathreshold stimuli delivered during periods of high mu activity, as compared with the same stimuli delivered without mu triggering. Both Nikouline et al. (2000b) and Jones et al. (2009) found a positive linear relationship between mu and early evoked components occurring around 50–60 ms measured with MEG. The positive correlation found by Jones et al. (2009) was predicted by a neural model developed in the same study. This model predicted an inverse relationship between mu and later evoked activity occurring 135 ms post-stimulus, though this result was not found in their experimental data.

In the current experiment, we found a positive linear relationship between prestimulus mu power and the magnitude of early evoked activity (~50 ms) in SI, in agreement with the findings of Nikouline et al. (2000b) and Jones et al. (2009) mentioned above. Interestingly, the relationship between early evoked activity and prestimulus mu was the same for both attended and ignored stimuli. This might be an indication of a direct physiological correlation between the level of mu activity and the generation of the somatosensory P1 component.

For the later evoked activity (~150 ms) after attended stimuli, its magnitude follows an inverted U function in relation to prestimulus mu power. This is consistent with the findings of Zhang and Ding (2010) and suggests that, in the attentive state, the most effective information processing occurs with an intermediate level of mu activity in the somatosensory cortex (Linkenkaer-Hansen et al., 2004; Zhang and Ding, 2010). A theory has been proposed by Rajagovindan and Ding (in press) to explain a similar relationship between occipital alpha oscillations and visually evoked P1 responses. However, for ignored stimuli during the current task, both high and low amplitudes of prestimulus mu corresponded to a larger evoked response, leading to an upright U relationship between prestimulus mu and later evoked activity. To our knowledge, this effect has not been reported and does not appear to fit well with existing models. It is possible that the smaller amplitude of the N1 component evoked by ignored stimuli, compared to attended stimuli, affected its proper estimation, as the P-value of the quadratic fit for this condition was not quite significant (P=0.091). The fact that no significant linear or quadratic relationships between prestimulus 8–12 Hz power and evoked response to contralateral somatosensory stimuli were found in the remaining regional sources suggests that these pre- and post-stimulus relationships are specific to primary somatosensory cortex.

**CONCLUSION**

Our analyses support the view that ~10 Hz oscillations are a ubiquitous phenomenon in sensory cortex, and that these oscillations are involved in higher cognitive functions such as attention. Specifically, we found that during sustained lateralized somatosensory spatial attention, the mu rhythm is somatotopically modulated in a way similar to the visual alpha rhythm during spatial attention in the visual domain. The increase in visual alpha activity during attention to the somatosensory domain suggests that these rhythms are involved with suppressing irrelevant input in addition to facilitating relevant input. Finally, our finding that early (P1) and later (N1) evoked activity are both influenced by, yet follow different relationships with, the level of prestimulus mu power indicates that these oscillations might be working at multiple levels to impact sensory processing.


