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An Equivalent Current Source Model and Laplacian
Weighted Minimum Norm Current Estimates of Brain

Electrical Activity
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Abstract—We have developed a method for estimating the three-
dimensional distribution of equivalent current sources inside the
brain from scalp potentials. Laplacian weighted minimum norm
algorithm has been used in the present study to estimate the inverse
solutions. A three-concentric-sphere inhomogeneous head model
was used to represent the head volume conductor. A closed-form
solution of the electrical potential over the scalp and inside the
brain due to a point current source was developed for the three-
concentric-sphere inhomogeneous head model. Computer simula-
tion studies were conducted to validate the proposed equivalent
current source imaging. Assuming source configurations as either
multiple dipoles or point current sources/sinks, in computer simu-
lations we used our method to reconstruct these sources, and com-
pared with the equivalent dipole source imaging. Human exper-
imental studies were also conducted and the equivalent current
source imaging was performed on the visual evoked potential data.
These results highlight the advantages of the equivalent current
source imaging and suggest that it may become an alternative ap-
proach to imaging spatially distributed current sources-sinks in the
brain and other organ systems.

Index Terms—Brain electric source imaging, equivalent current
source, equivalent dipole source, forward problem, high-resolution
EEG, inverse problem.

I. INTRODUCTION

BRAIN electrical activity is spatially distributed over three
dimensions of the brain and evolves with time. It is of sig-

nificance and importance to image brain electrical activity from
the noninvasive scalp electroencephalogram (EEG). A signifi-
cant amount of effort has been put forth in the past decades in
the development of high-resolution EEG-based source-imaging
techniques, which attempt to image spatially distributed brain
electrical activity withoutad hocassumption on the number
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of source dipoles [1], [2]. Due to the high temporal resolu-
tion inherent in the EEG, the availability of EEG-based source-
imaging modalities provides much needed high temporal reso-
lution in mapping the functional status of the brain, as well as
low cost of EEG procedures as compared with other imaging
modalities.

Different source models have been investigated to image
the brain electrical sources, and two major categories are
dipole localizationanddistributed source imaging. The early
approach in dipole localization is to search for a single or a
few dipoles whose forward solutions can best fit the scalp
potential measurement [3]–[5]. The multiple-signal classifi-
cation (MUSIC) algorithm was further applied to the brain
inverse problem, in which the multiple dipole locations are
found by scanning potential locations using a simple one dipole
model [6]. When dealing with the distributed sources without
ad hocknowledge of the number of sources, the distributed
source imaging methods are preferred. A popular distributed
inverse source solution was the simpleminimum norm(MN)
solution [7], which estimates the three-dimensional (3-D) brain
source distribution with the smallest two-norm solution vector
that would match the measured data. To compensate for the
undesired depth dependency of the original MN solutions,
which favors superficial sources, different weighting methods
were introduced. The representative approaches include the
diagonal matrixweighted minimum norm(WMN) solution
[8], [9], and theLaplacian weighted minimum norm(LWMN)
solution [10]–[13]. The WMN compensates for the lower gains
of deeper sources by using lead-field normalization, while
the LWMN combines the lead-field normalization with the
Laplacian operator, thus, gives the depth-compensated inverse
solution under the constraint of smoothly distributed sources.
Different variants of the MN solution were also proposed, by
incorporatinga priori information as constraint [14], [15],
by estimating the source-current covariance matrix from the
measured data [16], or by using linear [17] or nonlinear [18]
approaches.

The inverse problem of brain source imaging is highly un-
derdetermined in that the number of unknowns is much more
than the available sensors. If dipoles are modeled as the dis-
tributed sources in spatial locations, the solution space con-
sists of unknown variables in EEG-based source imaging
because each dipole has three directional components. On the
other hand, only variables need to be determined if the dis-
tributed sources are modeled by the current monopoles, there-
fore, it has the potential to dramatically simplify the calculation.
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Another alternative approach (ELECTRA) to the 3-D brain in-
verse source imaging is to reconstruct the electrical potential
over the 3-D volume of the brain from scalp EEG [46]. The
feasibility of estimating the electrical potential in the 3-D brain
and merits of reducing the number of unknowns were demon-
strated in computer simulations and human visual evoked poten-
tial (VEP) experiments [46]. The forward solution of the mag-
netic fields generated by the current monopoles in spherical and
semi-infinite volume conductors was formulated by Ferguson
and Durand [19], while the EEG forward theory due to the point
current sources in three-sphere head model has not been well es-
tablished.

In the present study, we have developed a method to esti-
mate brain electric activity throughout the 3-D brain tissues
from noninvasive scalp EEGs by means of the equivalent cur-
rent source model. We have developed the theoretical forward
solution of the scalp potentials due to a point current source
located inside a three-concentric-sphere inhomogeneous head
model, and compared the LWMN-based equivalent-current in-
verse solution (ECS) with the equivalent-dipole inverse solu-
tion (EDS) [10] in both computer simulations and human ex-
perimental studies. While the fundamental relationship between
the equivalent monopole (and dipole) source density and the re-
sulting electrical potential field has been well established [20],
[47], [48], the present work reports, to our knowledge, the first
investigation on the feasibility and applicability of estimating
the 3-D equivalent neural current source distribution from scalp
EEG.

II. EQUIVALENT CURRENT SOURCEIMAGING

A. Equivalent Monopole Current Source Model

Under quasistatic conditions, it is well known that the bio-
electric potential obeys Possion’s equation [20]

(1)

Equation (1) is a partial differential equation satisfied by the
electrical potential in which is thesource function. The so-
lution of (1) for the scalar function for a region that is uniform
and infinite in extent [20], [21], [47], [48] is

(2)

Since a source element in (2) behaves like apoint
current source, in that it sets up a field, that varies as , the
expression can be considered as anequivalent
monopole current source density[20], [47], [48].

The equivalent current source model we propose is to equiva-
lently represent bioelectric activity by the source function

. Equations (1) and (2) show that the equivalent cur-
rent source behaves as a fundamental driving force establishing
the electrical potentials inside the brain and over the passive
medium of the head volume conductor.

B. Estimation of Equivalent Current Sources

Discretizing (2), the scalp potential vectorcan be related to
the equivalent current source vectoras follows:

(3)

where and .
refers to the number of scalp recording electrodes andrefers
to the number of the equivalent point current sources. For an
inhomogeneous volume conductor, (3) can also be derived using
appropriate numerical techniques by solving Poisson’s equation
(1). The inverse problem, therefore, becomes solving (3) for.

Equation (3) is a heavily underdetermined system because
normally . There are an infinite number of solutions
that may satisfy (3). The unique MN solution is one of the fea-
sible solutions [7], [9], [13], [15], [22]

(4)

where denotes the Moore-Penrose inverse and de-
notes the inverse of .

As the MN solution is of an intrinsic bias to the superfi-
cial position, a few weighting operators have been introduced
[8]–[13]. For the LWMN algorithm (LORETA) [10]–[13], it
used a weighting operator , where is a Laplacian operator
and is a diagonal by matrix with , is the
th column of the transfer matrix . Assuming the weighting

factor is nonsingular, we have

(5)

In order to overcome the numerical instability due to the ill-
posed nature of the inverse system, regularization is necessary
for the matrix inversion in (4) and (5). The Tikhonov regular-
ization and truncated singular-value decomposition (TSVD) are
two commonly used regularization methods. Different methods
can be applied to determine the regularization parameters (for
details, see [23]). In the present study, the TSVD was applied to
solve the inverse problem, and the truncation parameter was de-
termined by the discrepancy principle [24], so that the resulting
residual norm equals to the norm of the estimated noise in the
scalp potential measurement [23], [24].

Note that for the equivalent current source estimate, the
number of unknowns in the solution vector is , which
is one third of that of the equivalent dipole source estimate.
This decrease in the solution space dramatically reduces the
computation effort involved in (5), because the dimensions of
matrices , , and are also decreased, respectively.

C. Simulation Protocols and Forward Model Solutions

In the present study, computer simulations were conducted
to validate the proposed ECS imaging approach. Comparison
was also made with the EDS imaging approach [10]. As shown
in Fig. 1, a concentric three-sphere inhomogeneous head model
[25] was used to represent the head volume conductor. The nor-
malized radii of the brain, the skull and the scalp were taken
as 0.87, 0.92, and 1.0, respectively [25], [41]. The normalized
conductivity of the scalp and the brain was taken as 1.0, and
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Fig. 1. Illustration of the source-conductor model, used in the present study.
The head is represented by an inhomogeneous concentric three-sphere volume
conductor model. The dotted lines are a schematic illustration of the solution
space, over which the source distributions are illustrated in Fig. 2.

that of the skull as 0.0125 [5], [25]. The 3-D solution space ex-
tends from the center of the sphere to an eccentricity of 0.87
of the upper hemisphere. In the present study, solutions were
calculated on a discrete cubic grid consisting of 1509
voxels distributed in nine layers , with
inter-grid distance of 0.1, which gives spatial resolution of 1 cm
on a typical spherical head model with radius of 10 cm. Such
choice of the grid size is to achieve reasonably high enough res-
olution considering the limitation of the spatial resolution by
the LWMN algorithm. For each voxel, a point current, or three
dipoles along the three axes were considered. Therefore, the
total unknown quantities were 1509 for the ECS imaging and

4527 for the EDS imaging. The number of the scalp elec-
trodes used in the present investigation was 129, which
were uniformly distributed over the upper hemisphere of the
head, and represents a desired spatial sampling rate. The transfer
matrix from the equivalent point current source to the scalp
potential can be found from the formulation described in Sec-
tion III. Again, the computational advantage of the ECS as com-
pared with the EDS is obvious when considering the dimensions
of the matrices in (5).

In the present simulation study, four different source con-
figurations, which represent same basic source configurations
of possible multiple sources/sinks, were investigated and
illustrated in Fig. 2 as examples. In Fig. 2(a), four radial
dipoles located at Cartesian coordinate of and

were used to simulate four regions of localized
brain activity. The two dipoles located on the axis were
oriented outwards and the two dipoles located on theaxis
inwards. Fig. 2(b) illustrates another example of dipole sources
in which four tangential dipoles were located at
and , all pointing counter-clockwise. Fig. 2(c) il-
lustrates an example of four point current sources/sinks located
at and . The two on the axis were
current sources (with positive signs) and the two on theaxis
were the current-sinks (with negative signs). In Fig. 2(d), a
point current source (with positive sign) located at (0.4, 0, 0.4)
and a point current sink (with negative sign) located at (0, 0.4,
0.4) were used to simulate a source/sink configuration of brain
electrical activity.

Fig. 2. Illustration of the simulated source configurations. (a) Four radial
dipoles. (b) Four tangential dipole. (c) Two-point current sources and two-point
current sinks. (d) One pair of point current source/sink. (See text for details.)

For all the simulated source configurations, the scalp poten-
tial generated by the assumed electrical sources were calculated
analytically (see Section III). Gaussian white noise (GWN) of
10% was added to the calculated scalp potentials to simulate
the noise-contaminated scalp potentials. The noise level is de-
fined as the ratio between the standard deviation of GWN and
the standard deviation of the simulated scalp potential over all
electrodes. The 10% noise level was selected since it represents
a typical noise level for EEG signals. Both ECS imaging and
EDS imaging were conducted to inversely estimate the 3-D elec-
trical source distribution.

D. Human VEP Experimentation

Visual evoked potential (VEP) experiments were conducted
in human subjects to evaluate the performance of the proposed
ECS imaging approach. Comparison was also made with the
EDS imaging approach [10]. Two healthy subjects who gave
written informed consent were studied in accordance with a pro-
tocol approved by the UIC/IRB. Visual stimuli were generated
by the STIM system (Neuro Scan Labs). 94-channel VEP sig-
nals referenced to right earlobe were amplified with a gain of
500 and band pass filtered from 1 Hz to 200 Hz by Synamps
(Neuro Scan Labs), and were acquired at a sampling rate of 1
kHz by using SCAN 4.1 software (Neuro Scan Labs). The elec-
trode locations were measured using Polhemus Fastrack (Pol-
hemus Inc.) and best fitted on the spherical surface with unit ra-
dius. Half visual field pattern reversal checkerboards (black and
white) with reversal frequency of 2 Hz served as visual stimuli
and 300 reversals were recorded to obtain averaged VEP sig-
nals. The display had a total viewing angle of 14.3by 11.1 ,
and the checksize was set to be 175by 135 expressed in arc
minutes.
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III. SCALP POTENTIALS GENERATED BY A POINT CURRENT

SOURCE IN A THREE-CONCENTRICSPHERESHEAD MODEL

In this section we derive the forward solutions of the poten-
tials on the scalp and inside the brain by a point current source in
a three-concentric-sphere head model [25]. While the solutions
of the potential due to a dipole source are previously available
[26], [27], we present the derivation of the potential by both a
dipole current and a point current source in a unified way.

The potential distribution of an arbitrarily positioned and ori-
entated dipole in an infinite medium is given by [21]

(6)

where is the dipole vector with components of
in spherical coordinate system. For a point current source in an
infinite medium, the potential is given by

(7)

where, is the current source strength. Using the associated
Legendre function, we can obtain [28],

(8)

(9)

and

(9a)

where 1 when 0, and 0 when 0, and
and are the standard spherical coordinates

of the source position and field point, is the distance from the
source point to the field point, is the associated Legendre
function of the first kind. From (8), (9), and (9a), (6) can be
rewritten as

(10)

where

(10a)

(10b)

and (7) changes to

(11)

where

(11a)

(11b)

Note that the index starts from one in (10) instead of zero as
in (8), since the term corresponding to 0 is zero. In (11),
the 0 term was omitted due to the electrical neutrality for a
living system that requires the total sum of the currents inside a
living system vanishes.

In the above equations, is determined by the
dipole position and moment, and has no relation to the radial
variable . is a constant which is totally determined by
the dipole. is determined by the point current source
position and its strength, and has no relation to the radial vari-
able , and is a constant which is totally determined by
the point current source. Because of the similarity between (10)
and (11), a general formula is given below, in order to simplify
the following derivation.

(12)

For a dipole source, , ;
while for a point current source, and

. We will not specify them in the
following derivation for the sake of simplicity.

As the boundary condition requires that the potential is
continuous across the boundary, which is shown by the fol-
lowing (14) and (14b), for a concentric multi-sphere conductive
medium, may be chosen as the common basic
function form for each sub-region. Based on (10) and (11), the
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expression of the potential in the inner sphere can be assumed
to be the following:

(13)

In the second and third layers, the potentials are expressed as
the solution of Laplace’s equation

(13a)

(13b)

The boundary conditions are

(14)

(14a)

(14b)

(14c)

(14d)

In the above, , and refer to the conductivities for the
brain tissue, the skull, and the scalp, respectively,, , and
refer to the radii of the three spheres. The boundary conditon
(14) implies

(15)

The boundary condition (14d) yields

(15a)

or

(15b)

From the boundary condition (14b) we have

(15c)

and the boundary condition (14c) results in

(15d)

Equating from the above two equations we find

(15e)

or

(15f)

which we abbreviate as

(15g)

The boundary condition (14a) yields

(15h)

and the boundary conditon (14) is

(15i)

By equating from the above two equations we find

(15j)

and

(15k)

Collectively, (15b), (15c), (15g), and (15j) result in

(15l)

Based on this equation and (13b), we can calculate the potential
on the scalp surface by

(16)

And the potential in the brain can be calculated by
(10)–(13) and (15k). In particular, the potential on the cortical
surface is

(17)

Considering a special case where and the source is
located on the axis with , the potential on the scalp
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Fig. 3. The estimated equivalent source distributions corresponding to the source configuration illustrated in Fig. 2(a). (a) Equivalent current source density. (b)
Moment of equivalent dipole sources. (c) Thex component of equivalent dipole sources. (d) They component of equivalent dipole sources. (e) Thez component
of equivalent dipole sources.

produced by a point current source located on theaxis can be
represented by

(18)

and the potential on the scalp produced by thecomponent
of a dipole located on the axis is [27]

(19)

where

The potential on the cortical surface produced by a
point current source is

(20)

and the potential on the cortical surface produced by a
dipole is [27]

(21)

where

IV. RESULTS

A. Simulation Results

Fig. 3 shows an example of the ECS estimate and the EDS
estimate for the four simulated radial dipoles as illustrated in
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Fig. 4. The estimated equivalent source distributions corresponding to the source configuration illustrated in Fig. 2(b). (a) Equivalent current source density. (b)
Moment of equivalent dipole sources. (c) Thex component of equivalent dipole sources. (d) They component of equivalent dipole sources. (e) Thez component
of equivalent dipole sources.

Fig. 2(a). The ECS imaging results are shown in Fig. 3(a). The
EDS moment, component, component, and component
imaging results are shown in Fig. 3(b)–(e), respectively. The
64-level color scales, as shown by the color bar on the right of
the figure, is used to illustrate the strength distribution of the
inverse solution. The ECS strength and the EDS moment mag-
nitude (nonnegative) are respectively normalized by their abso-
lute maximum values. The three EDS directional components
are normalized by the absolute maximum value of all three com-
ponents, and the positive value indicates the component is along
the or axis, while the negative value indicates the com-
ponent is along the or axis.

Fig. 3(a) shows that the ECS estimate represents well four
regions of activity close to the four source dipoles. The max-
imum source strength was estimated on layer 0.5 instead
of 0.4. Such bias is a common phenomenon of the LWMN
algorithm, not related to the ECS model. Since the two outward
dipoles and two inward dipoles are all along radial direction,
the sinks of the two outward dipoles gradually merge with the
sources of the two inward dipoles at deeper layers like0.1
and 0.0, where only few weak activities can be observed.
Similarly, the EDS moment estimate shown in Fig. 3(b) illus-
trates a bias of shift of the maximum source magnitude some-
where between layers 0.4 and 0.5. While the EDS mo-
ment imaging suggests four source dipoles from its distribution
at deep layers, its distribution at the layers close to the source
dipoles ( 0.4 and 0.5) is blurred because only mag-
nitudes are depicted. To have a complete picture of the EDS
distribution, the three EDS directional components are exam-
ined in Fig. 3(c)–(e). Clearly, the two outward radial dipoles
located at , respectively, show one component
and one component at horizontal axis [Fig. 3(c)], while the
two inward radial dipoles located at , respectively,
show one component and one component at vertical axis
[Fig. 3(d)]. All the four radial dipoles show components or

direction depending on their outward/inward orientations
[Fig. 3(e)]. The maximum strength of the estimatedcompo-
nent and component appears between layers 0.4 and
0.5, while the component reaches its maximum strength at
layer 0.3.

Fig. 4 shows an example of the ECS imaging and the
EDS imaging for four tangential dipoles as illustrated in
Fig. 2(b). The method of display is the same as that in Fig. 3.
Fig. 4(a) shows that the ECS estimate represents four pairs
of source–sink distribution resolving the four source dipoles.
The maximum source strength was estimated on layer0.5
instead of 0.4, similar to the EDS moment distribution as
illustrated in Fig. 4(b). Again, the orientation information of the
dipole sources can be further revealed by examining the three
EDS components’ distribution as depicted in Fig. 4(c)–(e).
The tangential dipole located at shows one
component, while the one located at (0, 0.4, 0.4) shows one

component [Fig. 4(c)]. Similarly, the two tangential dipoles
located at show one component and one

component, respectively [Fig. 4(d)]. Notably, Fig. 4(c)
shows relatively weak “ghost” source in left and right, and
Fig. 4(d) shows similar “ghost” source in top and bottom of
the subplots. Interestingly, although actually there is no
component exists for the simulated dipole sources, Fig. 4(e)
reveals relatively weak “ghost” components corresponding to
the four tangential dipoles. The generation of these “ghost”
sources may contribute to the intrinsic limitations of the MN or
LWMN based inverse solutions [29]. While Fig. 4 demonstrates
that the proposed ECS imaging is, in principle,equivalentto
the EDS imaging approach, in that it provides source–sink
distribution corresponding to the dipole sources, it also suggests
its limitation, in cases like this, that additional information is
needed to determine the current flows. Fig. 4 suggests that, in
practice, a more complete picture on the 3-D neural current
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Fig. 5. The estimated equivalent source distributions corresponding to the source configuration illustrated in Fig. 2(c). (a) Equivalent current source density.
(b)Moment of equivalent dipole sources. (c) Thex component of equivalent dipole sources. (d) They component of equivalent dipole sources. (e) Thez component
of equivalent dipole sources.

Fig. 6. The estimated equivalent source distributions corresponding to the source configuration illustrated in Fig. 2(d). (a) Equivalent current source density. (b)
Moment of equivalent dipole sources. (c) Thex component of equivalent dipole sources. (d) They component of equivalent dipole sources. (e) Thez component
of equivalent dipole sources.

source distribution may be obtained by combining ECS and
EDS estimates.

Fig. 5 shows an example of the ECS imaging and the EDS
imaging for four current sources/sinks as illustrated in Fig. 2(c).
Fig. 5(a) shows that the ECS estimate represents well the four
areas of activity overlying the four sources/sinks. The informa-
tion on the distribution of the current sources/sinks is well repre-
sented in the estimated ECS distribution. The maximum source
strength was estimated somewhere between layers0.4 and

0.5. Note that the EDS moment and three directional com-
ponents’ distributions shown in Fig. 5(b)–(e) are similar to those
shown in Fig. 3(b)–(e), which correspond to four radial dipole

sources. The current sources/sinks configuration in this example
can be approximately represented by four tangential dipoles as
illustrated by the dashed arrows shown in Fig. 2(c). Therefore,
Fig. 5(c)–(d) reasonably shows the equivalent EDS components
on and directions, while Fig. 5(e) shows the “ghost” EDS
component corresponding to the current sources/sinks.

Fig. 6 shows another example of the ECS imaging and the
EDS imaging for a current source and a current sink as illus-
trated in Fig. 2(d). Fig. 6(a) shows that the ECS estimate repre-
sents well the source configuration consisting of a current source
and a current sink, with the maximum estimated source strength
located close to layer 0.4. The EDS moment distribution
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Fig. 7. (I) Top-back view of the scalp potential maps at P100 of VEP experiment. (a) Subject A was presented with the left visual field stimuli. (b) Subject B
was presented with the right visual field stimuli. (See text for details.)(II) The estimated (a) ECS, (b) EDS moment, (c) EDSx component, (d) EDSy component,
and (e) EDSz component distributions corresponding to the scalp potential map shown in Fig. 7(I-a). (III) The estimated (a) ECS, (b) EDS moment, (c) EDSx

component, (d) EDSy component, and (e) EDSz component distributions corresponding to the scalp potential map shown in Fig. 7(I-b).

illustrates a single dipole approximately located at the center
of the line connecting the source and the sink [Fig. 6(b)]. The
orientation of this equivalent dipole can be approximately il-
lustrated by the dashed arrow depicted in Fig. 2(d). Therefore,
Fig. 6(c) and (d) reasonably shows the equivalent EDS compo-
nents on and directions, while Fig. 6(e) shows the “ghost”
EDS component corresponding to the current source/sink.

B. Human VEP Experimental Results

The pattern reversal VEP data at the P100 were analyzed
by using both ECS and EDS imaging approaches. Two repre-
sentative examples are given below as illustrations. Subject A
was presented with the left visual field stimuli, and Fig. 7(I-a)
displays the top-back view of the scalp potential map at P100,
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which shows a dominant positive potential component symmet-
rically distributed over the occipital area of the scalp. On the
other hand, subject B was presented with the right visual field
stimuli, and the top-back view of the recorded scalp potential
map at P100 is shown in Fig. 7(I-b), which can be characterized
by a widely distributed positive potential component on the right
scalp.

For the P100 scalp potential map elicited by the left visual
field stimuli in Subject A, Fig. 7(II-a) and (II-b), respectively,
shows the ECS distribution and the EDS moment distribution,
while the , , and component distributions of the EDS esti-
mate are illustrated in Fig. 7(II-c)–(III-e), respectively. The ECS
estimate shows the maximum strength source at layer0.3,
located on the right occipital area of the brain close to the right
visual cortex. The estimated strongest sink lies at layer0.1,
located at a more medial and deeper position as compared with
the maximum strength source position. The EDS moment distri-
bution shows strongest activity between layers 0.1 and
0.2, in the position close to the right visual cortex. The estimated
directional EDS components show dominant activity along
direction between layers 0.1 and 0.3, and apparent
activity along direction around layer 0.1, and all these
activities are located close to the right visual cortex. Clearly,
the source/sink distribution estimated by the ECS imaging ap-
proach suggests a current flow pathway consistent with the EDS
imaging results.

For the P100 scalp potential map elicited by the right visual
field stimuli in Subject B, Fig. 7(III-a) and (III-b), respectively,
shows the ECS distribution and the EDS moment distribution,
while the three directional EDS component distributions are il-
lustrated in Fig. 7(III-c)–(III-e), respectively. The ECS estimate
shows the maximum strength source at layer 0.3, located
on the left occipital brain area close to the left visual cortex. The
estimated sink has strongest strength at layer 0.1, located
at a more medial and deeper position, with a little extension to
the left occipital area of the brain. The EDS moment estimate
shows strongest magnitude between layers 0.1 and
0.2, in the position close to the left visual cortex. The estimated
directional EDS components show dominant activity along
direction between layers 0.1 and 0.3. Apparent activity
along direction around layer 0.1 and some activity along

direction between layers 0.1 and 0.2 can also be
observed, and all these estimated EDS components are located
close to the left visual cortex. Again, the source/sink distribu-
tion estimated by the ECS imaging approach suggests a current
flow pathway consistent with the EDS imaging results.

V. DISCUSSION

Bioelectrical sources have been estimated by using a number
of equivalent source models, in particular, the equivalent dipole
models. The wide use of equivalent dipole models is partially
due to the fact that the dipole represents well a localized area
of neural activity inside the brain. On the other hand, it has
been shown that both the equivalent volume current source
(monopole) and the equivalent volume dipole source (dipole)
can equivalently represent the bioelectric sources originating

from neuronal membrane excitation [20], [45]–[48]. The
equivalent monopole source models have been previously
used in investigations on equivalent surface sources [30]–[32].
The equivalent 3-D current source modeling, which we have
been pursuing in our laboratory at the University of Illinois
[13], represents a further effort toward modeling of bioelectric
sources. Since the three-concentric-sphere inhomogeneous
model has been widely used as a reasonable approximation of
the head volume conductor, our theoretical work in developing
the closed form solution of the scalp potentials due to a point
current source provides not only a basic forward solution for
the proposed ECS imaging, but also a solution which would
be useful to researchers for other work involving modeling and
imaging of brain electric sources.

Imaging of brain electrical activity has received significant at-
tention in the past decades. A number of techniques have been
developed for estimating and imaging electric activity in the
brain from noninvasive electrical or magnetic measurements.
Dipole localization techniques have been used for localizing
one or few well-localized brain sources [3]–[5]. Scalp Lapla-
cian mapping techniques have been used to enhance the spa-
tial resolution of the scalp potential maps for estimating the
cortical electrical activity [2], [33]–[36]. Cortical imaging has
been developed to de-convolve the smoothing effect of the head
volume conductor, providing estimation of cortical electrical
activity [2], [13], [35], [37]–[43]. Recently, 3-D imaging tech-
niques have been further developed to estimate the distribution
of electrical sources throughout the neuronal tissue in the brain
[9]–[18], [46], including reconstruction of equivalent dipole dis-
tribution or electrical potentials in the 3-D volume.

In the present study, we have developed a new approach to
estimate the 3-D equivalent current source distribution from
scalp EEG. We have realized the inverse estimation by using
the LWMN algorithm, while other inverse algorithms may be
used in equivalent current source imaging. The present com-
puter simulation results clearly demonstrate the efficacy of the
ECS approach in imaging the distribution of equivalent cur-
rent sources in the brain. For both the dipole sources and the
point current sources, the ECS imaging approach can resolve
the source configuration to the degree of the spatial resolution
as allowed by the LWMN algorithm. The limited spatial resolu-
tion of the LWMN algorithm is due to the constraint inherited to
minimize the Laplacian of the source distribution, thus, effec-
tively removing the high spatial frequency components. Such
operation is to ensure the reconstruction of a unique solution
for the highly underdetermined inverse problem. The limitation
of the MN or WMN algorithms has been addressed by sev-
eral investigators [9], [15], [40] and is beyond the scope of the
present paper. Although we only used the LWMN algorithm in
the present study to implement the inverse estimation, other in-
verse estimation techniques (for example, the inverse estimators
provided in [14]–[18]) can also be used to implement the equiv-
alent current source imaging.

It is noteworthy that the ECS imaging results are consistent
with those obtained by using the EDS imaging approach,
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in that the ECS imaging provides important information on
the source–sink configuration of the “actual” sources (see
Figs. 3–6). Theoretically speaking, either the equivalent dipole
source model or the equivalent current source model should
be able to represent the electrical source distribution. While
the EDS imaging can also reveal the direction information of
the dipole sources, by simultaneously displaying its, , and

component distributions, the ECS imaging approach reduces
the solution space to one third of that of the EDS imaging
approach, thus, substantially improves the computational
efficiency. Our simulation studies have demonstrated that
the EDS moment estimate only reveals the dipole intensity
distribution without orientation information, which should be
retrieved by examining the EDS component distribution in
three dimensions. The ECS estimate, however, can effectively
reconstruct the source/sink configuration, which may suggest
the orientation of the source dipoles, or the pathway of the
current flows in the brain.

The present 3-D brain electric source imaging technique was
also applied to the VEP data analysis, and consistent results
were obtained from both ECS and EDS imaging approaches
(Fig. 7). It is widely accepted that the half visual field stimuli
activate the visual cortex on the contralateral hemisphere of the
brain. But paradoxically, the half visual field stimuli elicited
stronger positive potential distribution over the midline or ip-
silateral side of the scalp. However, both the ECS estimate and
the EDS estimate clearly indicate that the contralateral visual
cortex was activated [44], thus, effectively eliminated the mis-
leading far field observed in the scalp potential. Consistent with
the simulation study, the ECS estimate of the source/sink dis-
tribution underlying the scalp VEP measurement gave almost
equivalent information on the source location and orientation
information as those revealed by the EDS estimate.

In summary, the simulation and experimental studies have
demonstrated the excellent performance of the ECS estimate in
imaging brain electrical sources. The ECS imaging approach
gives consistent results as the EDS imaging approach, but is
much more computationally efficient. The ECS imaging ap-
proach may become an important alternative to imaging of bio-
electric sources in the brain and other organ systems.
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